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A B S T R A C T   

The problem of spatiotemporal overlap between event-related potential (ERP) components is generally 
acknowledged in language research. However, its implications for the interpretation of experimental results are 
often overlooked. In a previous experiment on the functional interpretation of the N400 and P600, it was argued 
that a P600 effect to implausible words was largely obscured – in one of two implausible conditions – by an 
overlapping N400 effect of semantic association. In the present ERP study, we show that the P600 effect of 
implausibility is uncovered when the critical condition is tested against a proper baseline condition which elicits 
a similar N400 amplitude, while it is obscured when tested against a baseline condition producing an N400 
effect. Our findings reveal that component overlap can result in the apparent absence or presence of an effect in 
the surface signal and should therefore be carefully considered when interpreting ERP patterns. Importantly, we 
show that, by factoring in the effects of spatiotemporal overlap between the N400 and P600 on the surface signal, 
which we reveal using rERP analysis, apparent inconsistencies in previous findings are easily reconciled, 
enabling us to draw unambiguous conclusions about the functional interpretation of the N400 and P600 com-
ponents. Overall, our results provide compelling evidence that the N400 reflects lexical retrieval processes, while 
the P600 indexes compositional integration of word meaning into the unfolding utterance interpretation.   

1. Introduction 

In electrophysiological research, the Event-Related Potential (ERP) 
method is widely used to study the cognitive processes underlying on-
line language comprehension. The advantage of this technique over 
other methods lies in its high temporal resolution and the multidimen-
sional nature of the signal, which offers insights into not just quantita-
tive, but also qualitative differences in the underlying cognitive 
processes. Yet, there are some fundamental and methodological issues 
that – despite being long recognized in the field – remain unsolved. 

First, there remain important differences regarding the functional 
interpretation of the two most salient language-related ERP compo-
nents, the N400 and the P600 (see, for a discussion, Delogu et al., 2019). 
The N400 has been linked to lexical access/retrieval processes (Brouwer 
et al., 2012; Kutas and Federmeier, 2000; Kutas and Federmeier, 2011; 
Lau et al., 2009; Lau et al., 2008; van Berkum et al., 2009; van Berkum, 
2010), semantic integration (Brown and Hagoort, 1993; Brown and 
Hagoort, 1999; Hagoort et al., 2004), or both (Baggio and Hagoort, 
2011; Lau et al., 2016; Nieuwland et al., 2019). The P600, on the other 

hand, has been initially associated with syntactic re-analysis/repair (e. 
g., Osterhout and Holcomb, 1992; Friederici, 1995; Hagoort et al., 
1999), syntactic integration difficulty (e.g., Kaan et al., 2000; Kaan and 
Swaab, 2000), and then with more general integration processes 
(Brouwer et al., 2012; Brouwer et al., 2017; Burkhardt, 2006; Burkhardt, 
2007; Regel et al., 2011; Delogu et al., 2018; Hoeks et al., 2013). Clearly, 
in order to fully exploit ERPs in the study of language understanding, it 
is essential to clarify what cognitive processes are indexed by these two 
components. Very different – if not inconsistent – conclusions can be 
drawn about the processes underlying an individual effect depending on 
which interpretation of the relevant component is assumed. 

An important related issue, which has long been acknowledged but is 
rarely explicitly addressed in the psycholinguistic literature, is the 
spatiotemporal overlap between ERP components (Luck, 2005; Donchin 
et al., 1978; Näätänen and Picton, 1987). The scalp-recorded ERP 
waveform reflects the contribution of simultaneously present latent ERP 
components, and when these have opposite polarity, such as the N400 
and the P600, they cancel each other out in the surface signal. This may 
result in apparent absence (or presence) of an effect in one component, 
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potentially leading to misinterpreting the nature of the underlying 
cognitive processes. Indeed, Brouwer and Crocker (2017) argue that 
component overlap may account for several inconsistencies in the data 
reported in the literature, both within (see, for example, Kim and 
Osterhout, 2005; Kolk et al., 2003; Kuperberg et al., 2007; Delogu et al., 
2019) as well as across studies (see, for reviews, Bornkessel-Schlesewsky 
and Schlesewsky, 2008; Brouwer et al., 2012; van Petten and Luka, 
2012; Kuperberg, 2007). 

These two issues – the functional interpretation of ERP components 
and component overlap – are closely related to each other and should be 
addressed simultaneously: Determining if and how the N400 and P600 
interact in the ERP signal is in fact critical to elucidating their functional 
interpretation, to the extent that component overlap affects the empir-
ical evidence on which the various theoretical accounts are based. For 
example, the Retrieval-Integration (RI) account (Brouwer et al., 2012; 
Brouwer et al., 2017) links the N400 to lexical retrieval processes. More 
specifically, the amplitude of the N400 is argued to reflect the effort 
involved in retrieving from long-term memory the conceptual knowl-
edge associated with the eliciting word, which is sensitive to the degree 
to which this knowledge is cued by the context (see also, e.g., Kutas and 
Federmeier, 2000; Lau et al., 2008). The P600, on the other hand, is 
assumed to be a family of late positivities reflecting the different sub- 
processes underlying the integration of word meaning into the unfold-
ing utterance interpretation (e.g., Brouwer et al., 2012; Burkhardt, 
2006; Burkhardt, 2007). The RI account predicts biphasic N400/P600 
effects whenever both lexical retrieval and semantic integration are 
experimentally manipulated. However, as argued by the authors, 
retrieval and integration processes likely overlap in time, resulting in a 
corresponding overlap between the latent components (Brouwer and 
Crocker, 2017; Brouwer and Hoeks, 2013). As a consequence, the scalp- 
recorded ERP waveforms may reveal monophasic rather than biphasic 
N400/P600 patterns, due to the effect of component overlap on the 
morphology of the surface signal. 

Quantifying the independent contribution of the latent components 
from the surface signal is extremely challenging (as noted by Kappen-
man et al., 2012; Luck, 2005; Fabiani et al., 2012; Brouwer and Crocker, 
2017, among others). Understandably, this may be one of the reasons 
why researchers in the psycholinguistic community are reluctant to 
consider component overlap in the interpretation of their data (but see, 
Hagoort, 2003; Tanner and van Hell, 2014). However, one way to 
approach the problem, which we consider in this paper, is to act at the 
experimental design level, by incorporating a means of isolating the 
component of interest by controlling for component overlap. Traditional 
ERP analysis techniques have been recently extended with the 
regression-based ERP (rERP) framework proposed by Smith and Kutas 
(2015a, b). This analysis technique allows for decomposing the scalp- 
recorded waveform into the underlying latent components, by 
isolating the relative contribution made by each experimentally- 
manipulated factor (for a step-by-step derivation of an rERP analsysis, 
see, Brouwer et al., 2021a). 

In the present ERP study, we employ both approaches to examine an 
apparent inconsistency in the findings reported by Delogu et al. (2019), 
henceforth DBC, which they discuss as resulting from component over-
lap. DBC investigated the functional interpretation of the N400 and 
P600 with a single design manipulating semantic association (tapping 
into lexical retrieval processes) and plausibility (tapping into integrative 
processes). They measured ERPs to target words (e.g., menu) in mini- 
discourses such as (1):  

(1) a. Baseline 
John entered the restaurant. Before long, he opened the menu 

and… 
b. Event related violation condition 

John left the restaurant. Before long, he opened the menu and… 

c. Event unrelated violation condition 
John entered the apartment. Before long, he opened the menu 

and… 

In the baseline condition (1a), the target word was semantically 
related to the context (via the word restaurant) and plausible according 
to world knowledge. In (1b), the target was still related to the context – 
resulting in similar lexical retrieval effort as in the baseline – but 
implausible, and therefore more difficult to integrate into the preceding 
context. Finally, in (1c), the target was both unrelated and implausible, 
leading to more difficult retrieval and integration processes. 

DBC found clear evidence that the N400 indexes retrieval and not 
integration processes, as evidenced by the absence of an N400 effect for 
the event related violation condition (1b) relative to the baseline (1a), 
while a large and broadly distributed N400 effect was elicited by the 
event unrelated violation condition (1c). That is, N400 effects patterned 
with association manipulation and not plausibility. The P600, on the 
other hand, was sensitive to plausibility, as evidenced by the P600 effect 
elicited by the targets in the event related violation condition compared 
to the baseline. Somewhat unexpectedly, however, no P600 effect was 
observed for event unrelated violating targets, but rather a sustained 
negativity in fronto-central electrodes becoming gradually more positive 
over posterior sites, and producing a significant effect only over occipital 
electrodes. As noted by the authors, no existing account of the P600 
predicts the observed pattern of effects. Syntactic accounts would pre-
dict absence of a P600 effect in both violating conditions, since both are 
syntactically well-formed and unambiguous. Integration accounts 
would predict presence of a P600 effect in both violating conditions, as 
both conditions describe an implausible situation. As DBC pointed out, 
multi-stream models (e.g., Kim and Osterhout, 2005; Kuperberg, 2007; 
van Herten et al., 2006; see Brouwer et al., 2012 for an overview) are 
also unable to explain the results. The observed pattern of effects, 
therefore, appears to be internally inconsistent: Is the P600 sensitive to 
plausibility? If not, what drives the P600 effect in the event related 
violation condition? 

DBC argue that this apparent inconsistency can be reconciled once 
the effects of component overlap are taken into account. They point out 
that the positive-going deflection of the waveforms over posterior sites 
observed for the event unrelated condition likely results from an overlap 
between the broadly distributed negativity starting in the N400 time 
window and a positivity more pronounced over posterior electrodes. 
The negativity might have attenuated the overlapping positivity, 
thereby masking the expected P600 effect of plausibility. Under this 
interpretation, the results of the study provide unambiguous support for 
the RI account, according to which the N400 reflects lexical retrieval 
processes and the P600 indexes integration. 

If the component overlap interpretation is correct, it makes a unique 
prediction: a P600 effect of plausibility to unrelated targets should be 
visible when not preceded by an N400 effect, that is, relative to a 
plausible and unrelated baseline condition, against which no N400 effect 
of semantic association is expected. By contrast, no P600 effect should 
be observed relative to a plausible and related baseline, precisely 
because this contrast should result in an N400 effect of association 
overlapping – and therefore masking – the P600 effect of plausibility (as 
in DBC’s experiment). 

We tested this hypothesis in an ERP study using a design similar to 
the one employed by DBC (i.e., manipulating association and plausi-
bility), but in which the three conditions were modified as in (2):  

(2) a. Related-Plausible Baseline 
John went out in the rain. Before long, he opened the umbrella 

and… 
b. Unrelated-Plausible Baseline 

John left the restaurant. Before long, he opened the umbrella 
and… 
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c. Unrelated-Implausible condition 
John entered the restaurant. Before long, he opened the umbrella 

and… 

The target word umbrella is semantically related to the context in (2a) 
– via semantic association with the word rain – and unrelated in (2b) and 
(2c). We should therefore observe a similar N400 effect of association for 
both (2b) and (2c) relative to (2a). Crucially, (2b) and (2c) differ in 
plausibility (opening an umbrella is more plausible after leaving than 
after entering a building). Thus, (2c) should elicit a P600 effect of 
plausibility relative to its proper baseline (2b), but not relative to (2a), 
due to overlap with the N400 effect elicited by this contrast. Relative to 
(2a), we might rather observe a sustained negativity in frontal elec-
trodes, as reported in DBC’s study. To elucidate this prediction, we not 
only provide the canonical analysis of ERPs by considering mean am-
plitudes in the N400 and P600 time windows, but also present an rERP 
analysis. This provides a clear window into examining how the manip-
ulated factors of association and plausibility, as well as the cloze prob-
ability of the target word – which has been shown to be inversely 
correlated with N400 amplitude (see Kutas and Federmeier, 2011) – 
reflect modulations in the underlying generators of the N400 and P600 
components, to tease apart their contribution to the scalp-recorded 
activity. 

Overall, the predicted pattern of effects would provide further sup-
port for the RI account regarding the functional interpretation of the 
N400 and P600. More importantly, it would also directly confirm the 
prediction that biphasic N400/P600 effects of retrieval and integration 
processes may be obscured in the surface signal by the effects of 
component overlap in the latent structure. 

2. Results 

2.1. Plausibility judgments 

In the ERP stimuli, several words were added after the critical target 
word (which was the final word in the offline plausibility rating study, 
see Section 4.2) to avoid wrap-up effects. As the plausibility judgments 
provided in the ERP experiment (see Section 4.3) by the first 12 par-
ticipants revealed that 25 out of 90 items did not show the intended 
plausibility ratings for the Unrelated-Plausible condition (percentage 
rated as plausible: Related-Plausible: 94%, Unrelated-Plausible: 70%; 
Unrelated-Implausible: 13%), we revised the post target region in these 
items. Notice that these small changes could not affect the ERPs elicited 
up to and including the critical word, as this was never altered. On 
average, participants judged the conditions to be plausible as follows: 
Related-Plausible, 95% (SD = 21); Unrelated-Plausible, 75% (SD = 44); 

Fig. 1. Grand-average ERP waveforms time-locked to the target nouns in the Related-Plausible condition (black line), Unrelated-Plausible condition (red line), and 
Unrelated-Implausible condition (blue line), for a subset of electrodes. Shaded regions around the waveforms show mean voltage ±2 SE. Negative voltages are 
plotted upwards. 

F. Delogu et al.                                                                                                                                                                                                                                  



Brain Research 1766 (2021) 147514

4

Unrelated-Implausible, 13% (SD = 34). Pairwise comparisons with 
Bonferroni correction revealed a significant difference between all 
conditions. These results qualitatively mirror the plausibility ratings on 
a 1–7 Likert scale observed in the offline norming study. Plausibility 
judgements for the group of 9 participants who saw the revised version 
of the items were: Related-Plausible: 96%, Unrelated-Plausible: 80%; 
Unrelated-Implausible: 15%. No trials were rejected based on the 
behavioral results. 

2.2. ERP analysis 

Grand-average ERP waveforms to the target nouns in all three con-
ditions are shown in Fig. 1. Table 1 reports the ANOVAs testing all 
pairwise comparisons in both the N400 and P600 time windows. Fig. 2 
and Fig. 3 show the topographic maps for all pairwise comparisons in the 
N400 and the P600 time window, respectively. We note that the ERPs in 
the centro-posterior electrodes show an increased positivity around 200 
ms post stimulus onset in response to implausible targets. A similar 
pattern can be observed also in DBC waveforms, although more visible 
on central electrodes (see Delogu et al., 2019, Fig. 1). To further 
investigate this effect, we performed ANOVAs in the time window be-
tween 100–300 ms and report statistically significant results. Based on 
visual inspection of the ERP waveforms, this effect could be attributed 
either to an early onset of the N400 for Unrelated-Implausible targets, 
which is slightly less negative than the N400 to Unrelated-Plausible 

targets, or to an increased P200 in the implausible condition. We 
further examine this issue in the rERP analysis presented in Section 4.2. 

2.3. P200 time window (100–300 ms) 

In the midline electrodes there was a significant effect of Condition, F 
(2, 40) = 3.87, p =.03, η2G =.03, and no interaction with AP distribu-
tion, F(4, 80) = 1.23, p =.31, η2G =.001. Pairwise comparisons revealed 
a significant difference only between the Unrelated-Implausible (M =
2.85 μV, SD = 3.02) and the Unrelated-Plausible conditions (M = 1.64 
μV, SD = 2.66), F(1, 20) = 7.28, p =.014, η2G =.037. The analysis over 
lateral electrodes revealed a significant effect of Condition, F(2, 40) =
4.16, p =.03, η2G =.03, and an interaction with Hemisphere, F(2, 40) =
6.03, p =.006, η2G =.002. Pairwise comparisons revealed that the 
Unrelated-Implausible condition (M = 1.90 μV, SD = 2.49) was more 
positive than the Related-Plausible condition (M = 1.22 μV, SD = 1.85), 
F(1, 20) = 4.48, p =.047, η2G =.02. The effect was more pronounced 
over right (MDifference =.97) than left electrodes (MDifference =.39), as 
revealed by a significant Condition × Hemisphere interaction, F(1, 20) 
= 9.43, p =.006, η2G =.003. The same pattern was observed in the 
comparison between the Unrelated-Implausible and the Unrelated- 
Plausible conditions (M = 0.86 μV, SD = 2.18). There was an effect of 
Condition, F(1, 20) = 6.50, p =.02, η2G =.04, and a Condition ×
Hemisphere interaction, F(1, 20) = 5.76, p =.03, η2G =.002, such that 
the difference was larger over right (MDifference = 1.26) than left elec-
trodes (MDifference =.83). In sum, the analyses revealed a larger positivity 
for the Unrelated-Implausible condition, more pronounced over the 
right hemisphere. While increased P200s have been observed in 
response to irony (Regel et al., 2011) and expected or unexpected words 
completing strongly constraining sentence contexts (Wlotko and Fed-
ermeier, 2007), the functional interpretation of this component in sen-
tential and discourse contexts is still poorly understood. We further 

Table 1 
ANOVAs on ERPs to target nouns across the N400 time window (300–500 ms) 
and the P600 time window (600–1000 ms).    

300–500 ms 600–1000 ms  

df F p η2G  F p η2G  

Unrelated-Plausible vs. Related-Plausible 
Midline Cond (1, 

20) 
21.7 <

.001  
.23 7.48 .01 .06  

Cond ×
AP  

(2, 
40) 

1.50 .24 .002 < 1  .90 <

.001  
ROIs Cond (1, 

20) 
24.0 <

.001  
.25 5.31 .03 .05  

Cond ×
AP  

(1, 
20) 

1.03 .32 .001 2.49 .13 .002  

Cond ×
H  

(1, 
20) 

< 1  .52 <

.001  
< 1  .58 <

.001   

Unrelated-Implausible vs. Related-Plausible 
Midline Cond (1, 

20) 
22.7 <

.001  
.14 < 1  .43 .007  

Cond ×
AP  

(2, 
40) 

1.09 .33 < .01  3.58 .05 .01 

ROIs Cond (1, 
20) 

25.6 <

.001  
.15 < 1  .62 .002  

Cond ×
AP  

(1, 
20) 

< 1  .97 <

.001  
12.8 <

.01  
.01  

Cond ×
H  

(1, 
20) 

3.15 .09 .001 16.2 <

.001  
.008  

Unrelated-Implausible vs. Unrelated-Plausible 
Midline Cond (1, 

20) 
< 1  .33 .01 4.50 <

.05  
.02  

Cond ×
AP  

(2, 
40) 

1.37 .26 < .01  7.07 <

.01  
.01 

ROIs Cond (1, 
20) 

1.08 .31 .01 3.96 .06 .03  

Cond ×
AP  

(1, 
20) 

< 1  .37 <

.001  
7.37 .01 .005  

Cond ×
H  

(1, 
20) 

8.14 <

.01  
.002 14.31 <

.01  
.007 

Notes. Cond × AP = Condition × Anterior–Posterior distribution; Cond × H =
Condition × Hemisphere. 

Fig. 2. Topographic maps of the simple effects in the N400 time window 
(300–500 ms). 

Fig. 3. Topographic maps of the simple effects in the P600 time window 
(600–1000 ms). 
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discuss these results in Section 3. 

2.3.1. N400 time window (300–500 ms) 
The ANOVA on midline electrodes revealed a significant effect of 

Condition, F(2, 40) = 14.95, p = < .0001, η2G =.17, and no interaction 
with AP distribution, F(4, 80) = 1.32, p =.28, η2G =.003. Pairwise 
comparisons (see Table 1 and Fig. 2) showed a larger negativity for both 
the Unrelated-Plausible (M = − 0.59 μV, SD = 2.44) and the Unrelated- 
Implausible conditions (M = 0.03 μV, SD = 2.98) compared to the 
Related-Plausible condition (M = 2.60 μV, SD = 2.9). The two unrelated 
conditions did not differ from each other. 

The ANOVA over lateral sites revealed an effect of Condition, F(2,40) 
= 16.001, p < .0001, η2G =.18, and an interaction with Hemisphere, F 
(2,40) = 3.59, p < .04, η2G =.002, but not with AP distribution (Fs < 1). 
Pairwise comparisons showed again a larger negativity for both the 
Unrelated-Plausible (M = − 0.70 μV, SD = 2.09) and the Unrelated- 
Implausible conditions (M = − 0.14 μV, SD = 2.48) compared to the 
Related-Plausible condition (M = 2.06 μV, SD = 2.2). The comparison 
between the two unrelated conditions revealed an interaction with 
hemisphere such that the implausible condition was more positive-going 
than the plausible condition over the right hemisphere (see Fig. 2). 
Notice that this effect cannot be explained in terms of cloze probability, 
since the cloze probability of implausible targets was lower than that of 
plausible targets, and should therefore have resulted in a larger nega-
tivity (Kutas and Hillyard, 1984; DeLong et al., 2005). We interpret this 
positivity as the start of the P600 effect for the implausible condition 
observed in the later time window (see rERP analysis in Section 2.4). 

To summarize, the pattern of effects in the N400 time window 
largely replicates DBC’s results. We found that the N400 was clearly 
sensitive to semantic association, as weakly associated targets elicited a 
larger N400 than more strongly associated targets. There was no evi-
dence that implausible, and therefore more difficult to integrate, words 
were associated with larger N400 amplitudes, as would be predicted by 
the integration account of the N400. On the contrary, in this time win-
dow plausible targets were actually more negative than implausible 
targets. 

2.3.2. P600 time window (600–1000 ms) 
The ANOVA over midline sites revealed an effect of condition, F 

(2.40) = 3.57, p < .05, η2G =.04, and an interaction with AP distribution 
F(4, 80) = 3.05, p < .04, η2G =.01. Pairwise comparisons showed a 
larger negativity for the Unrelated-Plausible condition (M = 2.30 μV, SD 
= 2.68) compared to the Related-Plausible condition (M = 3.82 μV, SD 
= 3.07). The Unrelated-Implausible condition (M = 3.27 μV, SD = 3.21) 
was more negative than the Related-Plausible condition over more 
anterior sites (see Table 1 and Fig. 3). Crucially, the comparison between 
the two unrelated conditions revealed a larger positivity for the 
implausible condition compared to the plausible one, which was more 
pronounced over posterior electrodes. 

The ANOVA over lateral sites revealed a marginal effect of Condi-
tion, F(2, 40) = 2.92, p =.07, η2G =.03, and an interaction with AP 
distribution, F(2, 40) = 8.06, p =< .01, η2G =.01, and with Hemisphere, 
F(2, 40) = 10.0, p < .01, η2G =.01. Pairwise comparisons showed again 
a larger negativity for the Unrelated-Plausible condition (M = 1.67 μV, 
SD = 2.38) compared to the Related-Plausible condition (2.95 μV, SD =
2.68). The Unrelated-Implausible condition (M = 2.64 μV, SD = 3.09) 
was more negative than the Related-Plausible condition over left- 
anterior sites, while it was more positive than the Unrelated-Plausible 
condition over right-posterior sites. 

In sum, there are two main outcomes in the P600 time window. 
Firstly, we replicated the rather puzzling findings observed in DBC’s 
experiment, showing no visible P600 effect for the event unrelated 
violation condition (1c) relative to the (related and plausible) baseline 
(1a). As in their study, we rather observed a sustained anterior nega-
tivity for the Unrelated-Implausible condition relative to the Related- 

Plausible baseline (although in the present study the effect was more 
pronounced over the left hemisphere), becoming gradually more posi-
tive over posterior and occipital sites (see Figs. 1 and 3). Following DBC, 
we performed statistical analyses over occipital electrodes, to assess the 
reliability of the effect. The ANOVA with Condition (Related-Plausible, 
Unrelated-Plausible, Unrelated-Implausible) and Electrode (O1, Oz, O2) 
as within-subject factors revealed an effect of Condition, F(2, 40) = 8.81, 
p < .01, η2G =.10, and no interaction with Electrode (F < 1.6). Crucially, 
and replicating DBC’s findings, the Unrelated-Implausible condition (M 
= 3.67 μV, SD = 2.57) elicited a larger positivity than the Related- 
Plausible condition (2.02 μV, SD = 2.19), F(1, 20) = 10.26, p < .01, 
η2G =.10. 

Secondly, we validated DBC’s interpretation of this pattern as 
resulting from spatiotemporal overlap between a P600 effect of plausi-
bility and the long-lasting N400 effect of association elicited by the same 
contrast. As predicted by the component overlap hypothesis, a P600 
effect of plausibility was clearly observed when the Unrelated- 
Implausible condition was contrasted against its proper baseline, i.e., 
the Unrelated-Plausible condition. The latter functions as a proper 
baseline precisely because it results in an N400 effect similar to the one 
elicited by the Unrelated-Implausible condition, thereby not obscuring 
the P600 effect to implausible targets. Although the P600 effect was 
more pronounced over the right hemisphere than it was in DBC’s study, 
right-lateralised P600 effects are attested in the literature, and might 
result from differences in the stimuli or individual differences between 
participant groups (e.g., Palolahti et al., 2005; Tanner and van Hell, 
2014; Zheng and Lemhöfer, 2019). Importantly, this P600 effect starts 
already in the N400 time window, as revealed by the similarly distrib-
uted positivity to implausible targets observed in the 300–500 ms time 
window, and by the rERP analysis reported below, further corroborating 
the hypothesis that the P600 and the N400 overlap in space and time. 

Finally, the contrast between the two plausible conditions revealed a 
long-lasting negativity and no emerging positivity, providing further 
evidence that the P600 component is only sensitive to plausibility. Thus, 
the overall pattern of effects in the P600 time window, including the 
surface waveforms as well as what can be inferred about the underlying 
generators, provide strong support for the integration account of the 
P600 component (e.g., Brouwer et al., 2012). 

2.4. rERP analysis 

We supplement the traditional analysis of the ERP components with 
an rERP analysis (Brouwer et al., 2021a; Smith and Kutas, 2015a, b) 
which has been shown to provide more insights into how the experi-
mentally manipulated variables contribute to the observed ERP signal 
(see Section 4.5).1 Fig. 4 shows the residuals and coefficients (anchored 
to the intercept) on electrode Pz from Model 1 (y = β0 + β1 ×

plausibility + β2 × association + ε) and Model 2 (y = β0 + β1 ×

plausibility + β2 × cloze + ε). The residuals show that Model 1 offers a 
better fit to the observed data than Model 2, since in Model 1 the dif-
ference between observed and estimated voltages is closer to 0 in the 
entire epoch, including the N400 time window (where cloze might be 
expected to be a better predictor, as shown, for example, by Frank et al., 
2013). Thus, in our further analyses we only consider Model 1, with 
association and plausibility as continuous predictors. 

In the ERP data we observed an effect of association in the N400 time 
window and an effect of plausibility in the P600 time window. As ex-
pected under the hypothesis of spatiotemporal overlap between the 
N400 and the P600, the positive-going effect of plausibility was 
observed between conditions producing a similar N400 effect, while it 
did not emerge relative to a condition eliciting a less pronounced N400. 
Inspection of the regression coefficients from the rERPs (Model 1 as 

1 Standalone code and the data required to replicate this analysis is available 
at https://github.com/hbrouwer/dbc2021rerps. 
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shown in Fig. 5) indicates that association accounts for negative-going 
voltages in the N400 time window and, for most electrodes, in the 
P600 time window as well (see, for example, Pz compared to Oz). 
Plausibility, on the other hand, predicts positive-going voltages in the 
P600 time window (and also in the P200 window). From these obser-
vations it follows that the P600 effect to Unrelated-Implausible targets 
relative to the Related-Plausible baseline should be less likely to survive 
on electrodes in which the P600 time window shows an overlapping 
negativity (such as Pz) and more likely to be observed when no such 
overlapping negativity is produced, as in Oz. This was confirmed by the 
ERP analysis, showing a significant effect between these conditions only 
over occipital sites (see Section 2.3.2). Following Brouwer et al. (2021a), 
we also re-estimated voltages from two regression models isolating the 
contribution of association and plausibility, respectively (Fig. 6). 

The rERP waveforms show that association alone predicts an N400 
effect for the two unrelated conditions followed by a long lasting 
negativity, while plausibility predicts a P600 effect for the Unrelated- 
Implausible condition relative to both plausible conditions, already 
emerging in the N400 time window (thus replicating Brouwer et al., 
2021a) and preceded by a positivity in the P200 time window (or, 
alternatively, emerging already at 200 ms and persisting along the entire 
epoch). This provides compelling evidence that a P600 effect of plau-
sibility between the Unrelated-Implausible and the Related-Plausible 
conditions in the ERP waveforms (Fig. 1) is obscured by an over-
lapping negative-going effect of association. Concerning the P200 effect 
observed in the ERP waveforms, both the model coefficients from Model 
1 (Fig. 5) and the estimates in Fig. 6 suggest a role of plausibility rather 
than association in explaining the effect. That is, the P200 seems to 
reflect a larger positivity for the implausible condition rather than a 
larger negativity for the unrelated conditions (i.e., the onset of the N400 

effect). 
To summarize, the rERP analysis confirmed and further qualified the 

effects in the N400 and P600 time windows observed with ERPs. The 
N400 effect appears to be driven by semantic association, as predicted 
by the retrieval account of the N400 (e.g., Brouwer et al., 2012; Kutas 
and Federmeier, 2000), while the late positivity is modulated by plau-
sibility, consistent with the integration account of the P600 (e.g, 
Brouwer et al., 2012; Burkhardt, 2007). The two components overlap, 
resulting in the pattern of effects observed in the ERP waveforms. 
Additionally, the rERP analysis shows that association is a better pre-
dictor of N400 amplitudes than cloze, as shown by the residuals in the 
N400 time window. This is not surprising as the less predictable, 
implausible condition resulted in a more positive-going waveform. In 
order to account for this effect in Model 2, the coefficients for plausi-
bility in the N400 time window are slightly more positive compared to 
Model 1, to compensate for the slight difference between Unrelated- 
Plausible and Unrelated-Implausible targets, for which the cloze rat-
ings go in the opposite direction of observed N400 amplitude (see 
Fig. 4). Indeed, if one were to isolate the effect of cloze by setting 
plausibility to its mean (0) across trials, Unrelated-Implausible targets 
would actually produce a larger negativity (M = − 0.65 μV) than the 
Unrelated-Plausible targets (M = − 0.59 μV), reflecting the small dif-
ference in cloze probability (=.014) between the two conditions. 
Crucially, regardless of whether cloze or association is entered as a 
predictor into the model along with plausibility, it remains necessary to 
invoke spatiotemporal component overlap in order to account for the 
observed modulations of both the N400 and the P600. 

Fig. 4. Residuals and regression coefficients from Model 1 (a, left column) and Model 2 (b, right column). See text for more details. Slopes of predictors are anchored 
to the intercept. Negative is plotted upwards. Shaded regions around the waveforms show mean ±2 SE. 
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3. Discussion 

The goal of the present study was to elucidate the impact of 

spatiotemporal overlap between the N400 and P600 on the ERP signal. 
To this end, we implemented a design inspired by a previous study on 
the functional interpretation of the N400 and P600 (Delogu et al., 2019, 

Fig. 5. Regression coefficients for the effects of plausibility and association (Model 1) in each time sample from − 200 to 1200 ms relative to word onset. Slopes of 
predictors are anchored to the intercept. Negative is plotted upwards. Shaded areas around the waveforms indicate mean ±2 SE. 

Fig. 6. Grand-average rERPs resulting from the intercept plus plausibility plus association model when plausibility (left) or association (right) is set to its mean rating 
(0) for all trials. Negative is plotted upwards. Shaded regions around the waveforms show mean estimated voltage ±2 SE across subjects. 
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DBC), in which semantic association and plausibility were manipulated 
to tap into lexical retrieval and integration processes. While DBC found 
clear evidence that the N400 was sensitive to lexical retrieval processes, 
and not to semantic integration, the link of the P600 to integration 
processes was less clearly established, as a P600 effect of plausibility was 
observed only when the target word was semantically related to the 
context, that is, in absence of a preceding N400 effect. When the 
implausible target was unrelated to the context, resulting in an N400 
effect, the expected biphasic N400/P600 effect of association and 
plausibility was observed only in occipital electrodes, while frontal 
electrodes showed a long lasting negativity. 

DBC interpreted these rather puzzling findings as resulting from the 
effects of spatiotemporal overlap between the N400 and the P600. We 
investigated the component overlap hypothesis by testing a novel con-
trol condition, in which the critical word was a plausible continuation of 
the mini-discourse, but was semantically unrelated to the context. This 
condition should provide a proper baseline to reveal the presence of a 
P600 effect to Unrelated-Implausible targets, because the equally un-
related conditions should elicit similar N400 effects of association 
(relative to a related and plausible baseline), thereby not obscuring an 
emerging P600 effect of plausibility through spatiotemporal overlap 
between components. We therefore tested three conditions in which an 
Unrelated-Implausible target (2c) was contrasted against two baseline 
conditions: a related plausible condition (2a, as in DBC’s study) and an 
unrelated plausible condition (2b). The results in the N400 time window 
replicated DBC’s findings. We observed a clear sensitivity of the N400 to 
semantic association, with larger N400 amplitudes to unrelated targets 
(2b-c) than to related ones (2a). We also replicated DBC’s surprising 
results in the P600 time window. Relative to a related and plausible 
baseline condition (2a), unrelated and implausible target words (2c) 
elicited a larger negativity over more anterior electrodes (although in 
the present experiment the effect was more lateralised than in DBC’s 
study), becoming gradually more positive over posterior and occipital 
sites. Crucially, in the absence of an N400 effect of association between 
the two unrelated conditions, the P600 effect of plausibility was no 
longer obscured, as evidenced by the larger positivity produced by 
Unrelated-Implausible targets when compared to the novel baseline 
condition (2b). Thus, by introducing this novel contrast, we were able to 
show that spatiotemporal overlap between components can conceal an 
effect that is actually present in the underlying generators. 

The presence of component overlap in the ERP signal was further 
confirmed by an rERP analysis of the data (Smith and Kutas, 2015a, b). 
This technique is particularly well suited to investigate component 
overlap, in that it allows for modelling the latent components underlying 
the surface signal by assessing the combined contribution of relevant, 
manipulated factors to predicting the observed signal modulations 
(Brouwer et al., 2021a). Our rERP analysis shows that, over the entire 
epoch, lexical association predicts increased negative voltages, while 
plausibility results in more positive-going waveforms. To the extent that 
these two predictors reflect the underlying components, their overlap in 
time pulls the waveforms in opposite directions, determining the 
absence or presence of an effect in the surface signal. Interestingly, both 
our ERP and rERP analyses revealed that the effect of plausibility has an 
early onset, already in the P200 time window. Although we did not have 
any specific predictions regarding the P200 component, P200 effects in 
language studies have been reported for a variety of semantic factors, at 
the lexical level (e.g., Dambacher et al., 2006; Coulson et al., 2005; Feng 
et al., 2019), but also in response to higher level language comprehen-
sion, such as irony or metaphors (Regel et al., 2011; Spotorno et al., 
2013; Schneider et al., 2014), contextual constraint (Wlotko and Fed-
ermeier, 2007), and semantic or world knowledge violations (e.g., Wang 
et al., 2012; Leuthold et al., 2015). While the functional role of this 
component in language processing is still under debate, what seems 
relevant to the present study is that it has been observed in discourse 
contexts (e.g., Dambacher et al., 2006; Regel et al., 2011) and often in 
presence of a P600 effect, giving rise to a P200/P600 complex (e.g., 

Regel et al., 2011; Regel and Gunter, 2017; Domaneschi et al., 2018, see 
also Fritz and Baggio (2020)). Our results, however, do not allow us to 
establish whether plausibility results in a P200 followed by a P600 or, 
alternatively, in a sustained positivity with an early onset (masked by an 
intervening N400 in specific electrodes). 

Recently, Nieuwland et al. (2019) similarly used an rERP approach 
to model ERPs. In particular, they explored effects of predictability, 
plausibility and semantic similarity. While they found more implausible 
words to elicit more negative voltages in the N400 time window 
(patterning with predictability), no significant effects in a later time 
window (from about 650 ms) were observed. Their design, however, 
was not intended to investigate plausibility effects, as shown by the 
reported plausibility ratings. While high predictability targets were 
rated as plausible, low predictability targets were neither plausible nor 
implausible. This might have attenuated any plausibility effect in the 
P600 time window. Our rERP analysis has instead shown that, over the 
entire epoch, the increased negativity is driven by association, while the 
increased positivity is predicted by plausibility, and that the two com-
ponents overlap in time, affecting the surface signal. 

Hence, the rERP analysis allows us to make inferences about the 
underlying cognitive processes, while taking into account the effects of 
component overlap. As we pointed out in the introduction, this is 
particularly important when it comes to theorising about the functional 
interpretation of ERP components, because component overlap affects 
the empirical evidence on which the various accounts are based. 
Without taking into account these effects, many results in the literature, 
both within and across studies, appear to be inconsistent. For example, 
in a systematic review on semantic incongruity effects, van Petten and 
Luka (2012) found that around 30% of the reviewed studies (which were 
selected to be as homogeneous as possible in terms of type of manipu-
lation, task, etc.) reported biphasic N400/P600 effects, whereas the 
remaining studies reported N400 effects only. Obviously, this inconsis-
tency makes it difficult to formulate hypotheses about the functional 
interpretation of the P600. Similarly, in DBC’s study, the finding that the 
presence of a P600 effect depended on whether or not the target was 
semantically related to the context was puzzling, weakening the theo-
retical account of the P600 that was proposed by the authors. However, 
in both cases, the picture becomes more coherent once the effects of 
component overlap are factored in (see Brouwer and Crocker, 2017 for a 
discussion of van Petten and Luka, 2012’s findings). Thus, future 
research should take into account how component overlap my shape the 
data, possibly masking effects in the surface waveforms, and use 
appropriate techniques to tackle this issue. 

Beyond reconciling apparent inconsistencies within and across 
studies, component overlap might be invoked to account for differences 
in topographic distributions, such as the frontal positivity elicited by 
plausible but highly unexpected words occurring in highly constraining 
sentences (e.g., Brothers et al., 2020; Federmeier et al., 2007; Brothers 
et al., 2015; van Petten and Luka, 2012; Thornhill and van Petten, 2012; 
DeLong et al., 2014). For example, Thornhill and van Petten (2012) 
report a frontal positivity with an early onset in more anterior elec-
trodes, co-occurring with a centro-parietal N400 effect, in response to 
unrelated low-cloze completions in high-constraint sentences. As their 
Fig. 1 shows (Thornhill and van Petten, 2012, p. 386), the early part of 
the positivity is overruled by the N400, while the later part becomes 
gradually closer to the baseline the higher the N400 amplitude is. This 
pattern may result from a broadly distributed P600 effect that starts in 
the N400 time window and overlaps with a centro-parietal N400, which 
cancels out the posterior part of the P600. While we agree that this is 
only speculative, it is possible that particular distributions of ERP effects 
result from spatiotemporal overlap between components. 

The present results show that, when examining the underlying gen-
erators, the data provide unambiguous evidence that the N400 reflects 
lexical retrieval processes and not semantic integration (e.g., Brouwer 
et al., 2012; Kutas and Federmeier, 2000; Kutas and Federmeier, 2011; 
Lau et al., 2009; Lau et al., 2008), while the P600 indexes compositional 
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integration processes, not limited to syntactic aspects alone (e.g., 
Brouwer et al., 2012; Brouwer et al., 2017; Burkhardt, 2007). That is, 
syntactic/reanalysis accounts of the P600 are subsumed by the semantic 
integration account, in that syntactically ill-formed or complex senten-
ces necessary result in more effortful utterance meaning construction 
(see Brouwer et al., 2012, for further discussion). On this account, the 
P600 is assumed to be a family of late positivities – varying in amplitude, 
scalp distribution, latency, and duration – reflecting different sub- 
processes (e.g., referential processing, thematic role revisions, prag-
matic inferences) involved during the incremental construction or 
updating of utterance meaning (Brouwer et al., 2012). 

Overall, our results are consistent with the Retrieval-Integration (RI) 
account of the functional interpretations of the N400 and the P600 
(Brouwer et al., 2012; Brouwer et al., 2017), in which the two compo-
nents reflect the retrieval and integration processes that are routinely 
performed during comprehension. Recently, the RI account has been 
instantiated within a neurocompuational model of incremental lan-
guage comprehension (Brouwer et al., 2021b) that links retrieval and 
integration processes to a comprehension-centric notion of surprisal 
(Venhuizen et al., 2019). This surprisal metric, which incorporates both 
linguistic experience and world knowledge, reflects the likelihood of a 
change in interpretation resulting from integrating the meaning of an 
incoming word into the unfolding utterance. The model predicts that the 
P600 component, which reflects integration difficulty, indexes 
comprehension-centric surprisal, i.e., the degree to which a word is 
(syntactically, semantically, and pragmatically) expected. The N400 
indexing retrieval processes, on the other hand, is predicted to be sen-
sitive to both lexical association and expectancy via lexical and 
contextual priming. In particular, contextual priming explains the well- 
documented expectancy and discourse-level effects on the N400 (e.g., 
Frank et al., 2015; Delogu et al., 2017; Kutas and Federmeier, 2011; 
Nieuwland and van Berkum, 2006). Importantly, the RI hypothesis does 
not only account for processing effort in implausible linguistic input, but 
also in more naturalistic language, with implausibility being an extreme 
case of totally unexpected input. In future work, we plan to validate this 
hypothesis using more naturalistic stimulus materials. An interesting 
open question, for instance, is if there is any modulation of the P600 
component in continuous EEG recording using naturalistic stimuli as in 
Frank et al. (2015) or Brennan and Hale (2019). A treatment of spatio-
temporal component overlap as potentially offered by the rERP 
approach would likely be essential to answer this question. 

Importantly, under the RI view, integration processes may start 
while lexical information is not yet completely retrieved, predicting a 
temporal overlap between the (generators of) the N400 and the P600 
(Brouwer and Hoeks, 2013). That is, upon encountering a word, the 
generator of the P600 may continuously attempt to integrate even 
incomplete lexical information, while additional information is still 
being retrieved. The theory predicts biphasic N400/P600 effects in the 
latent components whenever retrieval and integration processes are 
manipulated. Biphasic patterns, however, will be detected in the surface 
signal only if the P600 effect survives component overlap, which often 
occurs in presence of strong semantic anomalies (e.g., Hoeks et al., 2004; 
van Herten et al., 2006). In case of less strong violations, such as the 
kinds of world-knowledge violations investigated in DBC’s as well as in 
the present study, the integration process indexed by the P600 is pre-
dicted to be less demanding, and therefore less likely to emerge in the 
surface signal when overlapping with a strong N400 effect. As a 
consequence, the absence of an expected P600 effect in presence of an 
N400 effect should be treated with caution. In such cases, the rERP 
technique may be used to further investigate the observed ERP responses 
and identify potentially hidden effects. This technique, as already 
pointed out, is also particularly suited to investigate the electrophysio-
logical correlates of language comprehension in more naturalistic set-
tings, such as reading a novel, where the effects of component overlap 
cannot be detected via experimental design. 

3.1. Conclusions 

In conclusion, the present study provides concrete support for our 
hypothesis that component overlap between the N400 and P600 can 
affect the visibility of effects found in the surface morphology of the ERP 
signal. As a consequence, our results in conjunction with those by DBC 
provide robust evidence that the underlying generators of the observed 
signal are sensitive to association and plausibility, as indexed by the 
N400 and P600 respectively. We interpret this in the context of the 
Retrieval-Integration account, in which the N400 indexes lexical 
retrieval and the P600 reflects compositional semantic integration pro-
cesses, which are assumed to dynamically interact in time. Generally, 
our results underline the need to establish methodologies that deal with 
component overlap, both at the experimental design and data analysis 
level, in order to accurately inform theoretical accounts of the under-
lying cognitive processes. Equally, it may be necessary to consider 
component overlap when assessing the evidence reported by existing 
studies, and their theoretical consequences. 

4. Methods and materials 

4.1. Participants 

Twenty-three participants from Saarland University took part in the 
experiment. All were right-handed, native speakers of German, and had 
a normal or corrected-to-normal vision. All participants gave written 
informed consent and were paid for taking part in the experiment. The 
reported studies were conducted in accordance with the ethics approval 
granted by the Deutsche Gesellschaft für Sprache (DGfS). 

4.2. Materials 

We created ninety triplets in German, as illustrated in (2) (see Sup-
plementary Materials for the original versions in German). Following 
DBC, we pre-tested the materials by collecting association and plausi-
bility ratings, and by estimating the cloze probability of the target 
words. All participants in the pre-tests were recruited via Prolific Aca-
demic ( www.prolific.co). 

To estimate the cloze probability of the target words, three lists 
counterbalancing items and conditions were created with the sentence 
pairs presented up to and including the determiner/possessive preceding 
the target word (e.g., “Peter ging raus in den Regen. Sofort öffnete er 
seinen …”). Each list was assigned to 10 participants. The mean cloze 
probability of the target word was higher in the Related-Plausible 
baseline (M =.61, SD =.27) than in both the Unrelated-Plausible (M 
=.02, SD =.04) and the Unrelated-Implausible conditions (M =.004, SD 
=.03). Pairwise comparisons with Bonferroni correction showed a sig-
nificant difference between all conditions (all ps <.01). Thus, while the 
target word was highly unexpected in both the unrelated conditions, it 
was even more so in the Unrelated-Implausible condition. 

The semantic association between the target nouns (e.g., umbrella) 
and the related vs. unrelated nouns in the context sentence (rain vs. 
restaurant), was rated on 7-points Likert scale (1 = not at all related, 7 =
strongly related) by 20 participants who did not take part in the cloze 
study. Mean ratings for the related condition (rain – umbrella) was 6.66 
(SD =.47), while for the unrelated conditions (restaurant – umbrella) was 
1.46 (SD =.56). Thus, as expected, the target word was highly associated 
with the context in condition (2a) and weakly associated in conditions 
(2b-c). 

Finally, we collected plausibility ratings on a 7-points Likert scale (1 
= highly implausible, 7 = highly plausible) for all the experimental 
items presented up to the target noun, to avoid judgments to be affected 
by sentential materials appearing after it. Three counterbalanced lists 
were created, each one presented to 10 participants who did not take 
part into the cloze or the association rating studies. The Unrelated- 
Implausible condition was judged to be less plausible (M = 1.61, SD 
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= 0.49) than both the Related-Plausible (M = 6.65, SD = 0.45) and the 
Unrelated-Plausible (M = 5.45, SD = 0.79) conditions. Pairwise com-
parisons with Bonferroni correction showed significant differences be-
tween all conditions (all ps < .01). 

Three counterbalanced lists were created so that each item appeared 
in each list in a different condition. The experimental items were 
intermixed with 102 filler passages created to counterbalance the pro-
portion of related vs. unrelated and plausible vs. implausible items 
throughout the experiment, as well as the frequency with which the verb 
in the context sentence appeared in a certain condition, so that partic-
ipants could not use the verb in the context to predict the plausibility of 
the item. Fillers also varied in structure and length (for example, by 
incorporating subordinate or relative clauses) to introduce some vari-
ability in the stimuli. 

4.3. Procedure 

Participants were seated in a dimly lit sound-proof, electro- 
magnetically shielded booth, in front of a 24 inch computer screen. 
Stimuli were presented with the E-prime software (Psychology Software 
Tools, Inc.) in white font on a black background. Each trial began with a 
screen in which participants were asked to press a button to start reading 
the passages. The context sentence appeared as a whole until partici-
pants pressed a button to proceed. Then a fixation cross appeared for 
750 ms, after which the target sentence was displayed word-by-word in 
the center of the screen, for 350 ms preceded by a 150 ms inter-stimulus 
interval. After each trial, participants judged whether the passage was 
plausible by pressing one of two buttons (plausible – implausible) on a 
response box. Items were presented in pseudo-randomized order in 3 
blocks, with breaks after each block. Before the experiment, participants 
performed a short training session to familiarize with the task. The 
experiment session lasted approximately 1 hour. 

4.4. Electrophysiological recording and processing 

The EEG was recorded using 26 active scalp electrodes placed ac-
cording to the 10–20 system. The horizontal electro-oculogram (EOG) 
was monitored with two electrodes placed at the outer canthi of each eye 
and the vertical EOG with two electrodes above and below the left eye. 
Electrode impedance was kept below 5 kΩ for all scalp electrode sites, 
and below 10 kΩ for the EOG electrodes. The signal was digitized at a 
sampling rate of 500 Hz. During recording no online filters were used. 
The EEG signal was band-pass filtered offline at 0.1–30 Hz and re- 
referenced to the average of the left and right mastoid electrodes. The 
EEG was segmented into epochs time-locked to the onset of the target 
nouns (-200 ms to 1200 ms). Epochs containing ocular and muscular 
artifacts were rejected prior to analyses. Two participants showing 
excessive artifacts were discarded. EEG data were averaged for each 
subject and condition using 200 ms pre-stimulus baseline. 

4.5. Analyses 

Following DBC, we computed mean amplitudes in the 300–500 ms 
(N400) and in the 600–1000 ms (P600) time windows. Separate analyses 
were performed on midline sites (Fz, Cz, Pz) and lateral sites (F3, FC1, 
FC5, P3, CP1, CP5, F4, FC2, FC6, P4, CP2, CP6). Data from lateral sites 
were grouped into four regions of interest (ROIs): left anterior (F3, FC1, 
FC5), right anterior (F4, FC2, FC6) left posterior (P3, CP1, CP5) right 
posterior (P4, CP2, CP6). Within each time window, ANOVAs on midline 
sites were carried out with Condition (Related-Plausible, Unrelated- 
Plausible, Unrelated-Implausible) and anterior-posterior (AP) distribu-
tion (anterior, central, posterior) as within-subject factors. The ANOVAs 
over later sites included Condition, AP distribution (anterior, posterior), 
and Hemisphere (left, right) as within-subject factors. The ANOVAs were 
followed by pairwise comparisons of interest. The Greenhouse-Geisser 
correction was applied to all ANOVAs with greater than one degree of 

freedom in the numerator. In such cases, the corrected p-value is re-
ported. Generalized eta-squared (η2G) is reported as a measure of effect 
size. 

We also performed an rERP analysis (Smith and Kutas, 2015a, b) to 
decompose how plausibility, association, and cloze probability 
contribute to the scalp-recorded voltage and to investigate the effects of 
component overlap on the surface signal (Brouwer et al., 2021a). 

Multiple linear regression models are fitted for each electrode, sub-
ject, and 2 ms time slice (corresponding to a 500 Hz sampling rate over a 
1400 ms epoch) separately. In order to aid interpretation of the slopes, 
all predictors are inverted by subtracting each rating from the maximum 
possible rating (7 for plausibility and association; 1.0 for cloze proba-
bility), and subsequently z-standardized. After fitting the models by 
subjects across trials, trials are regrouped by condition, and model fit is 
qualitatively assessed by looking at mean residuals (mean ε) per elec-
trode and time-slice within each condition. 

Our norming ratings reveal that while cloze and association are 
strongly correlated in that both unrelated conditions (Unrelated-Plau-
sible and Unrelated-Implausible) yield lower cloze probabilities and 
association ratings than the Related-Plausible condition, plausibility 
reveals a different pattern in that both plausible conditions (Related- 
Plausible and Unrelated-Plausible) are rated as more plausible than the 
Related-Implausible condition. We therefore consider two rERP analyses 
of our data: A model including plausibility and association as predictors 
Model 1:  
y = β0 + β1 × plausibility + β2 × association + ε, and a model including 
plausibility and cloze probability Model 2:  
y = β0 + β1 × plausibility + β2 × cloze + ε. Given that association and 
cloze are highly correlated, a model including all three predictors is not 
expected to offer a better explanation of the data and hence we do not 
consider it. It is important to note that, unlike in previous studies 
employing the rERP technique for inferential statistics (e.g., Nieuwland 
et al., 2019), the aim of this analysis is not to determining the signifi-
cance of the predictors in a given model, but rather in how well the 
models that include (or exclude) those predictors fit the observed volt-
ages. A predictor could in fact be highly significant in a model that 
poorly fits the observed data, potentially leading to wrong conclusions 
about the importance of that predictor (see Brouwer et al., 2021a, for 
further discussion). The coefficients for the model that best fits the data 
are then examined to see how the predictors combine in producing the 
scalp-recorded voltages. To visualise the influence of each individual 
predictor independent of the other, rERP waveforms are re-estimated 
from the fitted regression models while setting one of the predictors to 
its mean (0) for all trials (e.g., effects of plausibility are investigated by 
estimating y = β0 + β1 × plausibility + β2 × 0 + ε). 

As we use the analyses solely for illustrative means, no further 
inferential statistics will be conducted on the rERP results. 
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