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CHAPTER 1

General Introduction

1.1 Language Comprehension

An average language user produces between three to four words per sec-
ond (Marslen-Wilson, 1973). The average listener, therefore, must ‘process’
these words at least as fast. Among other things, this processing entails es-
tablishing syntactic dependencies between thewords, activating themean-
ings of the words and combining them into a (partial) meaning of what
is said, taking into account all kinds of pragmatic aspects such as, for in-
stance, the conversational context in which the sentence is uttered. Un-
covering the architecture of this fast and highly efficient comprehension
system has been a very important and prominent goal of both psycholin-
guistics and cognitive science. Over the past decades, our understanding of
the comprehension system has grown enormously. For instance, we know
by now that language comprehension operates incrementally: an incom-
ing utterance is processed on a more or less word-by-word basis (e.g., Alt-
mann and Kamide, 1999). What this means is that during processing, the
meaning of each incoming word is assigned immediately, and related to
the interpretation of the sentence, and ultimately to the entire preceding
discourse. In addition, we know that the comprehension system works
integratively, that is, in creating the meaning of an utterance it combines
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2 Chapter 1. General Introduction

multiple sources of information: syntactic and semantic knowledge is inte-
grated with pragmatic and world knowledge. Furthermore, it has recently
been suggested that one of the characteristics of the comprehension system
that makes it so fast, is its ability to anticipate what a speaker will say next.
In other words, the language comprehension system works predictively
(e.g., Otten et al., 2007).

This thesis is about a computationalmodel of language comprehension
that incorporates precisely these three characteristics: incrementality, inte-
grativity, and predictivity. While other models have focused on the behav-
ioral correlates of comprehension, such as reading times or eye-tracking
data, we model the neural correlates of comprehension as provided by
Event-Related brain Potentials (ERPs). Combining techniques from com-
putational linguistics with neuroscientific methods is a novel approach in
studying the human language comprehension system.

1.2 Unraveling comprehension using ERPs

Neurophysiological activity can be measured on-line from the scalp using
electroencephalography (EEG). A single EEG recording reflects thousands
of brain processes in parallel. For the investigation of a single stimulus,
like an image, a sound, or a word in a sentence, raw EEGs are therefore
not very useful. When averaging over numerous similar EEG recordings,
however, random activity is filtered out, and what is left reflects the neu-
rophysiological activity as elicited by a stimulus. This residual activity is
referred to as an event related brain potential, or in short an ERP.

In psycholinguistics, research using ERPs took off with Kutas and Hill-
yard (1980) who found that semantically anomalous sentence-final words
“He spread his warm bread with socks” elicit a negative shift in the ERP
after approximately 400ms, which became known as the N400 component.
Soon after, it was found that the N400 is elicited for every content word,
and that its amplitude is modulated by the extent to which a word is ex-
pected given the preceding context. Words that violate syntactic expecta-
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tions “The spoilt child throw. . . ”, on the other hand, were found to elicit
a positive shift after approximately 600ms. This positive shift is known as
the P600 component or the Syntactic Positive Shift (Hagoort et al., 1993).
Recently, however, this convenient one-to-one mapping between seman-
tics and the N400 on the one hand, and syntax and the P600 on the other,
has been called into question. An increasing number of ERP studies have
found non-semanticN400 effects, aswell as non-syntactic P600 effects (e.g.,
Kutas et al., 2006).

In particular the so-called Semantic Illusion effect has become a promi-
nent topic of debate (see Bornkessel-Schlesewsky and Schlesewsky, 2008,
for a comprehensive overview). Semantic Illusion effects may be observed
in sentences where a verb requires a certain assignment of thematic roles,
but the actual syntactic structure goes against that, as in this example from
Hoeks et al. (2004): “De speer heeft de atleten geworpen” (lit: The javelin
has the athletes thrown). The sentence-final verb thrown makes this sen-
tence semantically anomalous, as javelins do not generally throw athletes.
Despite this fact, there is no sign of an N400 which normally is highly
sensitive to semantic processing difficulty. This suggests that readers are
fooled, at least for a very short period of time, into believing that the sen-
tence actually makes sense (Hoeks et al., 2004). This illusion of semantic
correctness is temporary, as a few hundreds of milliseconds later a P600
occurs, showing that the reader eventually realizes that this is not a correct
sentence. The occurrence of a P600 is unexpected too, as there is no syn-
tactic violation of any kind in the critical sentence. Thus, the phenomenon
of Semantic Illusion challenges previously held views on how the brain
handles language processing.

Until now, there has been no consensus whatsoever on the factor (or
factors) that cause the N400 to be absent, and a P600 to appear instead.
On the contrary, almost every study that looked into the Semantic Illu-
sion effect offers its own explanation, often at the exclusion of previous ex-
planations. Because of the lack of precision of the proposed explanations
and micro-models, it has remained impossible so settle the issue on either
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theoretical or empirical grounds. Kim and Osterhout (2005), for instance,
explain the Semantic Illusion as a mismatch between an observed, and a
semantically expected verb. van Herten et al. (2005) explain it as a mis-
match between a syntactic analysis and a “plausibility heuristic”. Hoeks
et al. (2004) attribute it to a message-level underspecification due to ill-
defined “thematic processing problems”. Kuperberg (2007) accounts for
it by means of a “continued combinatory analysis” due to either thematic,
semantic-memory-based or other factors, andBornkessel-Schlesewsky and
Schlesewsky (2008) argue that it results from a conflict between thematic
role assignment in a syntactic linking step, and a parallel semantic plausi-
bility processing step. These accounts seem highly incompatible, but due
to the lack of a specific, implementedmodel, it has turned out to be impos-
sible to put any of these proposals to a crucial test.

1.3 How computational modeling will help out

Over the years, a great number of different cognitive architectures have
been proposed to explain the language comprehension system. Many of
these are quite abstract ‘box and arrows’ models, although some have been
worked out in more detail. Nonetheless, most remain conceptual and do
not generate specific, quantitative predictions which makes it difficult to
falsify or even test them. This seems to be especially the case in the range
of explanations of the Semantic Illusion effect, where no model reaches
a level of specificity to allow concrete, testable predictions. To make any
progress in understanding semantic illusions—and, eventually, language
processing in general—it is essential to construct a computational model.

A computational model is a formally precise description of the mech-
anisms which are hypothesized to underlie language processing. In con-
trast to conceptual models, implementing such mechanisms computation-
ally does not leave any model component vague or underspecified. Since
model parameters can then be manipulated systematically, we can obtain
causal explanations of the observed behavior. Secondly, a computational
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model is procedural, because it operates as a sequence of steps. Every pro-
cessing step assumed in an architecture has to be defined in terms of logi-
cal, transparent sequential operations. As a consequence, every sequence
of processing steps in such a model leads to concrete, testable predictions.
A formal model is, therefore, more informative than a conceptual one in
that it can be used to empirically validate an architecture, as well as to ar-
rive at novel insights and predictions that follow from it. Furthermore, due
to their transparency, suchmodels can be analyzed in depth, both quantita-
tively as well as qualitatively. Hence, we can gain understanding not only
by devising a computational model of an architecture, but also by studying
it once it is obtained.

A vast amount of work has been done on computational modeling of
the language comprehension system, and different kinds of models have
been proposed to account for different kinds of psycholinguistic phenom-
ena. One type of model, for instance, concerns incremental models of lan-
guage processing that focus on the predictive aspect of comprehension.
Such models have been devised to account for processing difficulty due to
syntactic ambiguities (Vosse and Kempen, 2000; Levy, 2008). Levy (2008),
for example, describes an implementedmodel of the recent, influential sur-
prisal theory. Within this theory, the processing difficulty of each word in
a sentence can be modeled. A word’s difficulty is related linearly to its ex-
pectancy, i.e., the extent to which it was predicted or expected, given the
words preceding it. By means of simulating reading time and eye-tracking
data, Levy shows that this model accounts for a wide range of psycholin-
guistic phenomena like, for instance, the effect of inserting additional ma-
terial between a direct object and a final verb in German. In similar vein,
Brouwer et al. (2010a) show that an implementation of surprisal theory for
Dutch can account for the noun phrase versus sentence coordination am-
biguity.

Another type of model concerns incremental models that focus more
on the integrative aspect of language processing. Models like these have
often been devised to account for the resolution of syntactic ambiguities in



6 Chapter 1. General Introduction

which multiple information sources, or ‘constraints’, are available simulta-
neously (e.g., McRae et al., 1998; Padó et al., 2009). McRae et al. (1998), for
instance, propose their ‘competition/integration’ model to account for the
resolution of temporary ambiguities in English reduced relative clauses.
Within this model, constraints like thematic fit between a verb and a noun,
a verb’s relative frequency, and general processing biases (such as the pref-
erence for interpreting an ambiguous part of a sentence as a main clause
instead of as a relative clause), are rapidly integrated to resolve the ambi-
guity. The two syntactic alternatives (i.e., main clause reading and relative
clause reading) receive support from the various constraints, and are seen
to be in competition: the alternative that receives themost supportwill win
the competition. The amount of time it takes for this competition to signif-
icantly favor one analysis over another reflects the difficulty in processing
an ambiguity. McRae et al. (1998) show that this model is able to account
for reading time data regarding this specific type of ambiguity.

A third type of model that has been developed very recently incorpo-
rates both prediction and integration. Such architectures are rare, and have
mainly been devised tomodel the on-line integration of visual and linguis-
tic information in language comprehension (Farmer et al., 2007; Crocker
et al., 2010). In this thesis, we take this kind of model an important step
further, as we present a computational model of comprehension that in-
corporates incrementality, prediction, and integration in explaining ERP
effects in language processing, specifically those pertaining to the Seman-
tic Illusion effect. Doing sowill enable us to build amodel of language pro-
cessing that is psychologically and neurolinguistically plausible and that is
sufficiently precise to allow for novel predictions regarding semantic and
syntactic processing and how these are reflected in ERPs.

1.4 About this thesis

This thesis is organized in four parts. Part I provides a critical review of
the models that have been proposed to account for the Semantic Illusion
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effect (chapter 2). It is shown that none of these models is able to explain
the full range of relevant data, which we argue is because they are built
upon wrong functional interpretations of the N400 and the P600 compo-
nent. On the basis of this review, and converging evidence in the literature,
we propose a functional reinterpretation of the N400 component as reflect-
ingmemory retrieval, and the P600 component as reflecting compositional
semantic processing (chapter 3). In Part II, a minimal functional-anatomic
mapping is derived by aligning these new functional interpretations of the
N400 and the P600 with neuroanatomy, and it is argued that this mapping
forms the core of the comprehension system (chapter 4). Part III provides
a ‘proof of concept’ of this functional-anatomic mapping in terms of sim-
ulations with a neurocomputational model that accounts for the Semantic
Illusion effect as found in the study by Hoeks et al. (2004) (chapter 5). Part
IV provides conclusions and future perspectives (chapter 6).

1.5 Publications

The present chapter is adapted from an accepted, peer-reviewed NWO
grant proposal:

• Brouwer, H., Fitz, H., Hoeks, J. C. J., and Nerbonne, J. (2010b). How
teeth can brush a child: A neurocomputational account of the Seman-
tic Illusion in language comprehension. NWO-PGW, 10-26 (322-70-
002).

Others are adapted from peer-reviewed journal publications:

• Brouwer, H., Fitz, H., and Hoeks, J. C. J. (2012). Getting real about
semantic illusions: Rethinking the functional role of the P600 in
language comprehension. Brain Research, 1446:127–143 (chapters
2 and 3).
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• Brouwer, H. and Hoeks, J. C. J. (2013). A time and place for language
comprehension: Mapping the N400 and the P600 to a minimal corti-
cal network. Frontiers in Human Neuroscience, 7:758 (chapter 4).

1.6 Software

For the neurcomputational simulations presented in this thesis, two soft-
ware packages were developed:

• MESH—A general purpose artificial neural network simulator. See
appendix A.

• COALS—An implementation of the Correlated Occurrence Ana-
logue to Lexical Semantics (COALS; Rohde et al., 2009). See ap-
pendix B.
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CHAPTER 2

The “Semantic Illusion”
Phenomenon

Abstract|In traditional theories of language comprehension, syntactic and se-
mantic processing are inextricably linked. This assumption has been challenged
by the ‘Semantic Illusion Effect’ found in studies using Event Related brain Po-
tentials. Semantically anomalous sentences did not produce the expected increase
in N400 amplitude but rather one in P600 amplitude. To explain these findings,
complex models have been devised in which an independent semantic processing
stream can arrive at a sentence interpretation that may differ from the interpre-
tation prescribed by the syntactic structure of the sentence. In this chapter, we
review five such multi-stream models and argue that they do not account for the
full range of relevant results because they assume that the amplitude of the N400
indexes some form of semantic integration.1

1This chapter is adapted from the first part of Brouwer, H., Fitz, H., and Hoeks, J.
C. J. (2012). Getting real about semantic illusions: Rethinking the functional role of the
P600 in language comprehension. Brain Research, 1446:127–143.

11
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2.1 Introduction

As a sentence or story unfolds in time, language users incrementally con-
struct an interpretation of the linguistic input. Creating this interpretation
draws on various different information sources such as syntactic, semantic,
pragmatic, prosodic, and visual information, as well as world knowledge.
Exactly when and how these different types of information are combined
is amatter of debate. Many theories of language comprehension claim that
there is a tight coupling between syntactic and semantic processing (e.g.,
Frazier, 1987; MacDonald et al., 1994; McRae et al., 1998; van Gompel et al.,
2000). According to these theories, it would be impossible to construct an
interpretation of language input without immediately taking syntactic in-
formation into account. This assumption has been challenged by recent
evidence from Event Related brain Potentials (ERPs). Hoeks et al. (2004)
for example, studied Dutch sentences in which two plausible verb argu-
ments appeared in a semantically anomalous order, as in ‘De speer heeft
de atleten geworpen’ (lit: The javelin has the athletes thrown). Relative
to a control sentence ‘De speer werd door de atleten geworpen’ (lit: The
javelin was by the athletes thrown), no shift in N400 amplitude (a negative
deflection of the ERP signal peaking at about 400ms after the onset of a
critical stimulus) was found. This was surprising because the amplitude
of the N400 has been associated with difficulty in semantic integration (see
Kutas and Federmeier, 2011, for an overview). Instead, Hoeks et al. (2004)
found that the sentence-final verb thrown produced a P600-effect (a posi-
tive deflection of the ERP signal that reachesmaximum around 600ms post
stimulus onset) relative to control. Again, this was unexpected since P600
amplitude has been linked with syntactic revision (see Gouvea et al., 2010,
for an overview) but the test items were perfectly grammatical. This phe-
nomenon in which a semantically anomalous, syntactically well-formed
sentence elicits a P600-effect, but no N400-effect, has been called a ‘Se-
mantic Illusion’2. This is because the absence of an N400-effect suggested

2The term ‘Semantic Illusion’ was adapted from a study by Erickson and Mattson
(1981). Others have labeled the phenomenon at hand a ‘semantic P600-effect’, stressing
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that participants were temporarily under the illusion that these sentences
made sense. The presence of a P600-effect, on the other hand, indicated
that participants eventually realized that their interpretations were infelic-
itous, and that they were trying to resolve this conflict through ‘effortful
syntactic processing’ (Hoeks et al., 2004, p. 71).

To account for Semantic Illusions, so-called multi-stream models have
been proposed in which a separate semantic analyzer can put forward an
interpretation of a sentence thatmay not be in linewith its surface structure
(Kim and Osterhout, 2005; Kolk et al., 2003; van Herten et al., 2005, 2006;
Kuperberg, 2007; Bornkessel-Schlesewsky and Schlesewsky, 2008; Hagoort
et al., 2009; Kos et al., 2010). In this paper, we critically review five multi-
stream architectures and ask whether they can account for the available
data on the Semantic Illusion. The review suggests that none of them can
explain the full range of relevant results. We argue that this is the case be-
cause all of them adopt the view that the amplitude of the N400 indexes
the relative difficulty of integrating the meaning of an incoming word into
a partial interpretation of a sentence.

2.2 Explaining the Semantic Illusion phenomenon

The results of Hoeks et al. (2004) (as well as similar results of Kuperberg
et al., 2003; Kolk et al., 2003) raised two critical questions: 1) Why did the
thematic violation brought about by the critical verb fail to give rise to an
N400-effect effect? and 2) Why did the critical verb produce a P600-effect
although these sentences were syntactically well-formed?

According to Hoeks et al., the absence of an N400-effect suggested that
participants had been tricked into some kind of a ‘Semantic Illusion’, lead-
ing them to believe that the sentences made perfect sense. They argued
that this illusion could arise because of difficulty in creating a coherent in-
terpretation of the sentence fragment preceding the main verb (lit: ‘The
javelin has the athletes’). Due to problems with assigning the correct the-

the non-syntactic nature of the evoked late positivities in these materials.
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matic roles, the interpretation of this fragment was not specific enough
to immediately affect integration of the critical verb thrown. The subse-
quent P600-effect then indicated that this illusion lasted only for a couple
of hundredmilliseconds, as the reader quickly realized that somethingwas
wrong with the interpretation, and engaged in ‘effortful syntactic process-
ing’ in an attempt to revise it. On this account, however, it is unclear what
exactly triggered these revision processes, as it seems paradoxical for the
processor to initiate syntactic processing to revise an ‘implausible’ inter-
pretation that was just constructed as if it made perfect sense. Hoeks et al.
(2004) did not suggest a solution for this ‘paradox’.

2.2.1 Multi-stream models

2.2.1.1 Semantic Attraction

Kim and Osterhout (2005) observed a Semantic Illusion Effect (henceforth
SIE) in response to an animacy-based thematic role violation. They failed
to find an N400-effect but did find a P600-effect in sentences such as ‘The
hearty meal was devouring. . . ’ relative to the non-anomalous ‘The hearty
meal was devoured. . . ’. In these sentences, the fragments preceding the
main verb are compatible with, for instance, a passive analysis, and hence
do not seem to cause problems in thematic role assignment. It is therefore
doubtful whether the thematic role-based explanation proposed by Hoeks
et al. (2004) is key to the Semantic Illusion. Kim and Osterhout suggested
that these sentences exhibited strong ‘semantic attraction’ (high activation
of well-established semantic relationships between the argument and the
verb). They also looked at sentences in which there was no strong seman-
tic attraction. In contrast to the strong attraction sentences (‘The hearty
mealwas devouring. . . ’), the no-attraction items (‘The dusty tabletopswere
devouring . . . ’) did produce an N400-effect, and no P600-effect, relative to
‘The hearty meal was devoured. . . ’. Based on these results, they argued
that the semantic attraction between a verb (devoured) and its argument
(the hearty meal) can be so strong that a syntactically well-formed sentence
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is perceived as ungrammatical. Thus devouring in ‘The hearty meal was
devouring. . . ’ may have been interpreted as a wrong inflection of the in-
tended past participle devoured, triggering a P600-effect. Kim and Oster-
hout concluded that in case of strong semantic attraction, semantics can
override syntax during on-line comprehension. They argued that this is
strong support for a model in which syntax and semantics are being pro-
cessed autonomously and can give rise to different interpretations of a
sentence that are maintained concurrently (see also Martín-Loeches et al.,
2006; Kim and Sikos, 2011).

The results of a study by van Herten et al. (2005), however, provide a
difficult case for the Semantic Attraction account. They observed an SIE in
response to relative clauses containing a semantic anomaly: ‘De vos die
op de stroper joeg. . . ’ (lit: The fox that on the poacher hunted. . . ) rel-
ative to ‘De stroper die op de vos joeg. . . ’ (lit: The poacher that on the
fox hunted. . . ). In these sentences, the anomaly only becomes apparent
through a violation of world knowledge and not through animacy viola-
tions as in Hoeks et al. (2004) and Kim and Osterhout (2005). Both poachers
and foxes can hunt, but it is more probable, given what we know about the
world, that poachers hunt foxes rather than the other way around. Moreover,
both argument NPs agree in number with the inflection of the verb. This
is problematic for the Semantic Attraction account, because the P600-effect
found by van Herten et al. cannot be attributed to a syntactic mismatch
between an observed and an expected verb inflection. Even if a semantic
processor produces an interpretation that is not in line with the syntactic
structure of these sentences, no P600-effect should be produced at the criti-
cal verb because the inflection of the verb is also consistent with an analysis
in which the the poacher hunted the fox. Therefore, the Semantic Attraction
account cannot explain the P600-effect for the sentences of vanHerten et al.
(2005).

2.2.1.2 Monitoring Theory

van Herten et al. (2005, 2006) offered an explanation for the presence of
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an SIE in terms of a framework called Monitoring Theory (see also Kolk
et al., 2003; Kolk and Chwilla, 2007; Vissers et al., 2007; Ye and Zhou, 2008;
van de Meerendonk et al., 2009, 2010). They proposed an architecture in
which an algorithmic, syntax-driven stream works in parallel to a plausi-
bility heuristic driven by world knowledge. Provided sufficient time, the
algorithmic stream always arrives at an interpretation of a sentence that
is in line with its syntactic structure. The plausibility heuristic, however,
only draws on word meanings and world knowledge to rapidly spell out
the most likely interpretation of a sentence. The relative ease with which
this heuristic can spell out an analysis is reflected in N400 amplitude. The
two processing streams can arrive at conflicting interpretations of a sen-
tence, and the processor is assumed to ‘monitor’ for such conflicts. In case
of a mismatch between the streams, the processor will attempt to resolve
the conflict through reanalysis, producing an increase in P600 amplitude.
Hence, Monitoring Theory can yield a number of possible processing out-
comes. For instance, the streams can agree that the sentence is plausible. In
this case no N400- or P600-effect should be observed. A second possibility
is that the streams agree that the sentence is implausible. This should lead
to an increase inN400 amplitude because the plausibility heuristic encoun-
ters difficulty in combining individual words and world knowledge into
a plausible interpretation, but there should be no P600-effect because the
streams are in unison. On a third possible outcome, the algorithmic pro-
cessor spells out an implausible analysis, whereas the plausibility heuristic
comes up with a plausible interpretation; according toMonitoring Theory,
this is exactly what happens in Semantic Illusion sentences. For example,
in the reversal anomaly ‘De vos die op de stroper joeg. . . ’ (lit: The fox that
on the poacher hunted. . . ), the algorithmic processor arrives at an analysis
in which the fox has hunted the poacher, and the plausibility heuristic at a
reading in which the poacher has hunted the fox. Because the analysis from
the heuristic stream is semantically plausible there is no N400-effect, but
there is a P600-effect reflecting the revision processes arising from the con-
flict with the algorithmic stream.
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A number of studies (Hoeks et al., 2004; van Herten et al., 2006; van
de Meerendonk et al., 2010; van Petten and Luka, 2006, among others) (for
an overview, see van Petten and Luka, 2012) have shown that some sen-
tences engender biphasic N400/P600-effects and not only an N400-effect
(for implausibility), or only a P600-effect (for conflicting streams). Hoeks
et al. (2004), for instance, observed such a biphasic pattern in response
to ‘De speer heeft de atleten opgesomd’ (lit: The javelin has the athletes
summarized) relative to ‘De speer werd door de atleten geworpen’ (lit:
The javelin was by the athletes thrown). For these sentences, no conflict
should arise between the algorithmic processor and the plausibility heuris-
tic. Both streams are expected to agree on the implausibility of the sentence
and therefore Monitoring Theory predicts an N400-effect due to difficulty
in semantic integration of word meanings and world knowledge but no
P600-effect.

Biphasic N400/P600-effects are also problematic for the Semantic At-
traction account. When processing the sentence ‘De speer heeft de atleten
opgesomd’ (lit: The javelin has the athletes summarized), the semantic
stream should not challenge syntax because there is no strong semantic
attraction between the arguments javelin and athletes on the one hand,
and the verb summarized on the other. For this reason, the attraction ac-
count would predict an N400-effect reflecting difficulty in semantic inte-
gration. However, since the sentence is syntactically correct, and syntax is
not challenged, no modulation of P600 amplitude is predicted. Instead of
a biphasic N400/P600-effect, the Semantic Attraction account would thus
only predict an N400-effect for this sentence. Biphasic N400/P600-effects
thus provide evidence against both Monitoring Theory and the Semantic
Attraction account.

2.2.1.3 Continued Combinatory Analysis

Kuperberg et al. (2007) observed an SIE in response to sentences contain-
ing a thematic violation, as in ‘For breakfast the eggs would eat. . . ’ relative
to ‘For breakfast the boys would eat. . . ’ (see Kuperberg et al., 2003, 2006,
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for similar results). These sentences exhibit a strong semantic relation be-
tween the argument and the verb (eggs can be eaten). Interestingly, sen-
tences containing a thematic violation in which there was no such relation,
such as ‘For breakfast the eggswouldwatch. . . ’, also evoked a P600- and no
N400-effect relative to the same control. These results are problematic for
the Semantic Attraction account. Since there is no attraction betweenwatch
and eggs, it predicts that the critical verb will only generate an N400-effect
reflecting difficulty in semantic integration, but not a P600-effect reflecting
syntactic revision. The results are also difficult to explain for Monitoring
Theory. This account predicts that both the algorithmic stream and the
plausibility heuristic agree on the implausibility of the sentence, yielding
an N400-effect due to difficulty in semantic integration, but no P600-effect,
since there is no conflict between the streams. Thus, the findings of Ku-
perberg et al. (2003, 2006, 2007) can be seen to undermine both Monitoring
Theory and the Semantic Attraction account.

Kuperberg (2007) proposed an architecture in which three streams op-
erate in parallel. The first stream is based on semantic memory and is
similar to the plausibility heuristic proposed by the Monitoring Theory.
The second is a syntax-driven stream, which uses morpho-syntactic con-
straints to algorithmically build a representation of meaning. The third
stream is thematic-role based, and uses semantic-thematic cues to build
an interpretation. The latter two streams are referred to as ‘combinatory’
streams. Kuperberg’s three streams are assumed to be fully interactive in
that they can influence each other at any time during on-line processing.
This model can account for the results reported in Kuperberg et al. (2003,
2006, 2007). When processing sentences that contain a thematic violation,
such as ‘For breakfast the eggs would eat. . . ’ or ‘For breakfast the eggs
would watch. . . ’, a conflict arises between the syntax-driven stream and
the thematic-role based stream, because syntax assigns the inanimate NP
(the eggs) the role of Actor, whereas the thematic stream assigns it the role
of Undergoer. This conflict results in a “continued combinatory analysis”,
a revision process that attempts to resolve the conflict between the combi-
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natory streams which is reflected in a P600-effect. On this view, these sen-
tences do not produce anN400-effect because the conflict between the com-
binatory streams supposedly blocks additional semantic processing in the
memory-based stream. Furthermore, sentences such as ‘For breakfast the
boys would watch. . . ’, engender an N400-effect because processing prob-
lems arise in the semantic memory-based stream (watching something is
not a typical activity during breakfast).

Kuperberg et al. (2007) argued that sentences like ‘For breakfast the
eggs would watch. . . ’ do not produce an N400-effect because seman-
tic processing is blocked as soon as a conflict between the combinatory
streams becomes apparent. However, this makes it unclear how the Con-
tinued Combinatory Analysis (CCA) account could explain the bipha-
sic N400/P600-effect found by Hoeks et al. (2004) in sentences such as
‘De speer heeft de atleten opgesomd’ (lit: The javelin has the athletes
summarized) relative to ‘De speer werd door de atleten geworpen’ (lit:
The javelin was by the athletes thrown). The syntax-driven stream should
spell out an analysis in which the javelin has summarized the athletes, and
the thematic-role based stream an interpretation in which the athletes have
summarized the javelin. Because these analyses are in conflict, semantic pro-
cessing should be blocked. In other words, the account proposed by Ku-
perberg (2007) only predicts a P600-effect for these sentences, and noN400-
effect. In a recent study, however, Kuperberg et al. (2010) found a biphasic
N400/P600-effect for sentences containing an animacy violation such as
‘The journalist astonished the article. . . ’ relative to ‘The journalist wrote
the article’. In the anomalous sentences, the syntax-driven stream should
produce an analysis in which the journalist astonished the article, whereas the
thematic-role based stream should spell out an interpretation in which the
article astonished the journalist. Again, since the analyses of the combinatory
streams are in conflict, semantic processing is assumed to be blocked. And
again, a P600-effect should occur, and no N400-effect. It is quite unclear
why blocking would occur in the one situation and not in the other, as the
materials of Kuperberg (2007) and Kuperberg et al. (2010) seem highly sim-
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ilar. Biphasic N400/P600-effects therefore remain problematic for the CCA
account.

2.2.1.4 extended Argument Dependency Model

Bornkessel-Schlesewsky and Schlesewsky (2008) argue that there is am-
ple evidence that the language processor constructs an interpretation of
verb-final constructions before the critical verb is reached (see Bornkessel
et al., 2003, for instance), and claim that this is problematic for the CCA
account. For instance, before reaching the verb thrown in ‘De speer heeft
de atleten geworpen’ (lit: The javelin has the athletes thrown), the syntax-
driven stream of the CCA account should have established an interpreta-
tion of the sentence in which the javelin is doing something to the athletes.
The thematic-role based stream, on the other hand, is argued to spell out an
analysis in which the athletes are doing something to the javelin. Hence, ac-
cording to Bornkessel-Schlesewsky and Schlesewsky (2008), these streams
should already be in conflict after processing the second NP, and the CCA
should thus predict a P600-effect at this NP instead of at the verb, which is
clearly not what was reported in any of the SIE studies.

Bornkessel-Schlesewsky and Schlesewsky (2008) propose that their ex-
tended Argument Dependency Model (eADM) (Bornkessel and Schlesewsky,
2006) can overcome these problems. The eADM is a model of core argu-
ment interpretation (rather than a fully fledged model of sentence com-
prehension) and its focus lies on explaining thematic role assignment. The
model postulates two processing streams. The first stream assigns the-
matic roles to incoming NPs based on “prominence” information (e.g., an-
imacy, case marking, and linear word order) and links these roles to the
argument structure of an incoming verb. Difficulties in thematic role as-
signment or verb-argument linking are assumed to produce an increase in
N400 amplitude. The other stream engages in semantic processing similar
to the plausibility heuristic proposed by Monitoring Theory. Processing
difficulties in this plausibility-driven stream are also assumed to lead to an
increase in N400 amplitude. The analyses generated by these streams are
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integrated in a “generalizedmapping step”. If the streams conflict, integra-
tion is problematic and a P600-effect should be produced. This happens
in verb-final constructions such as ‘De speer heeft de atleten geworpen’
(lit: The javelin has the athletes thrown), where thematic role assignment
leads to an interpretation in which the javelin has thrown the athletes, and
the plausibility heuristic to an interpretation in which the athletes have
thrown the javelin. Importantly, neither thematic role assignment, verb-
argument linking, nor plausibility processing is difficult for this sentence,
so no N400-effect is evoked according to the eADM. After the general-
ized mapping step the input is checked for “well-formedness”. The au-
thors specify that well-formedness “is not meant to contrast strictly with
ill-formedness, but rather refers to a gradient mechanism that evaluates
the acceptability of a structure under different environments (e.g., a dis-
course context).” (Bornkessel and Schlesewsky, 2006, p. 790). Problems in
“well-formedness” processing are also assumed to produce an increase in
P600 amplitude. Thus, in the eADM there are two ways in which a sen-
tence can evoke a P600-effect; due to problems with integrating the two
streams, but also due to a lack of ‘well-formedness’. The late positivities
that are caused by each of these processing phases are hypothesized to
be additive. Bornkessel-Schlesewsky and Schlesewsky (2008) suggest that
this is the case in sentences like ‘De speer heeft de atleten geworpen’ (lit:
The javelin has the athletes thrown) where both integration of streams and
‘well-formedness’ are problematic. In contrast to Kuperberg’s CCA, the
eADM predicts processing difficulty to only become apparent once the ar-
guments have been linked into the final verb’s argument structure, and not
at an earlier point in time.

The eADM goes a long way in explaining the SIE data. However, Kos
et al. (2010) recently posed a difficult case for this model. They found an
N400-effect in sentences such as ‘Fred eet een restaurant’ (lit: Fred eats a
restaurant) relative to control sentences such as ‘Fred eet een boterham’
(lit: Fred eats a sandwich). Kos et al. argue that based on prominence
information, the eADM should assign a restaurant the role of Undergoer,
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whereas the plausibility processor should spell out an analysis in which
this NP has a locative role, as in eating in a restaurant. As thematic role
assignment proceeds smoothly, no N400-effect is produced in this stream.
Similarly, also no N400-effect arises in the plausibility processing stream
because it spells out a plausible analysis. The different streams eventually
conflict in the generalized mapping step. Moreover, the sentence may lead
to a well-formedness problem. The eADM therefore predicts that the sen-
tence evokes a P600-, but no N400-effect, which is the reverse of what was
actually found.

2.2.1.5 Processing Competition

On the basis of the data discussed in the previous paragraph, Kos et al.
(2010) proposed the Processing Competitionmodel which is a two-stream ar-
chitecture with a syntactic and a semantic stream (see also Hagoort et al.,
2009). Both streams simultaneously attempt to construct an interpretation
of an incoming sentence. Kos et al. argue that if the processing of a sen-
tence leads to a conflict between the two streams, the burden of resolving
the conflict is placed on the stream that has theweakest support. For exam-
ple, if semantic cues are strong the burden is placed on the syntactic stream,
leading to a P600-effect. If, on the other hand, syntactic cues are strong,
the burden is placed on the semantic system, producing an N400-effect.
Consider the sentence ‘Fred eet een restaurant’ (lit: Fred eats a restaurant).
Here, the syntactic stream spells out a semantically implausible analysis in
which Fred consumes a restaurant. The semantic stream produces a plau-
sible interpretation in which Fred eats in a restaurant. Kos et al. (2010) argue
that in this case syntactic cues are stronger, supposedly because these cues
predict the critical word to be an NP (rather than a prepositional phrase),
whereas the semantic cues do not create a specific expectation. Hence, the
burden of resolving the conflict lies on semantics, evoking an N400-effect
(but no P600-effect). For SIE sentences, the model predicts the reverse
pattern. When processing a sentence such as ‘De speer heeft de atleten
geworpen’ (lit: The javelin has the athletes thrown), syntax arrives at an
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analysis in which the javelin has thrown the athletes while semantics advo-
cates a reading in which the athletes have thrown the javelin. Semantic cues
are seen as strong because it is plausible for athletes to throw a javelin. Conse-
quently, the burden to resolve the conflict is placed on the syntactic stream,
leading to a P600-effect (but no N400-effect).

The Processing Competition model postulates a mechanism in which a
conflict between competing interpretations is always resolved by one of the
two streams, producing either an N400-effect or a P600-effect. It is there-
fore not clear how themodel could account for biphasicN400/P600-effects,
such as those observed in ‘De speer heeft de atleten opgesomd’ (lit: The
javelin has the athletes summarized). One might speculate that in these
sentences syntactic and semantic cues are of approximately equal strength
and that both streams are equally involved in resolving the conflict, leading
to both an N400-effect and a P600-effect. In this case, however, it is diffi-
cult to see how the processor could ever arrive at a final analysis, unless
one of the streams eventually drops out or is overruled. Hence, biphasic
N400/P600-effects appear to be a stumbling block for the Processing Com-
petition account as it is currently explicated. Moreover, a model relying on
cue strength can only be truly predictive if cue strength can be objectively
quantified, which may turn out to be quite difficult, as Kos et al. admit
themselves (see Kos et al., 2010, p. 10).

2.3 Semantic Illusions in wider discourse

The Semantic Illusion data discussed so far were all obtained in studies us-
ing isolated sentences. Nieuwland and van Berkum (2005) tested whether
the ‘Semantic Illusion’ phenomenon extended to wider discourse as well.
They presented participants with stories like:

‘A tourist wanted to bring his huge suitcase onto the airplane. How-
ever, because the suitcase was so heavy, the woman behind the check-in
counter decided to charge the tourist extra. In response, the tourist
opened his suitcase and threw some stuff out. So now, the suitcase of
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the resourceful tourist weighed less than the maximum twenty kilos.
Next the woman told the suitcase. . . ’

They found that if the story continued as in the example (‘Next, the
woman told the suitcase. . . ’), a P600-, but no N400-effect was produced
relative to a more plausible continuation like ‘Next, the woman told the
tourist. . . ’. The continuation sentence contained a semantic anomaly as
inanimate objects like suitcases are not usually an addressee of speech.
Models that rely on a plausibility heuristic-like semantic streamwill there-
fore not produce a plausible analysis for the anomalous continuation. Con-
sequently, all fivemulti-streammodels predict an N400-effect for these sen-
tences due to difficulties in semantic processing. Thus, they all fall short of
explaining the results of Nieuwland and van Berkum, and it is difficult to
see how the models could be repaired to accommodate these findings.

2.4 Conclusion

We have reviewed five multi-stream models of ERP patterns in Seman-
tic Illusion sentences: 1) the Semantic Attraction account, 2) Monitoring
Theory, 3) the Continued Combinatory Analysis account, 4) the extended
Argument Dependency Model, and 5) the Processing Competition model
(see Table 2.1 for an overview of their characteristics). While all of them
can account for a subset of the SIE data, none of them covers the full range
of results (see Table 2.2 for a summary of the predictions made by each
model). One reason for this failure, at least for four out of the five mod-
els (1-3 and 5), is that they have difficulty explaining biphasic N400/P600-
effects that have been found in several studies (e.g., Hoeks et al., 2004; van
Herten et al., 2006; van de Meerendonk et al., 2010) (see van Petten and
Luka, 2012, for an overview). The eADM can generate biphasic patterns,
but it does not explain the results of Kos et al. (2010). Furthermore, none of
the fivemodels can account for theNieuwland and van Berkum (2005) data
on discourse processing. Thus, our review casts doubt on the explanatory
power and validity of these multi-stream architectures. In the next chapter,
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we will propose a single-stream account that explains all relevant data, not
by changing the complexity of the processing architecture, but by recon-
sidering the functional role of the ERP components involved: theN400 and
the P600.
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CHAPTER 3

Rethinking the functional
role of the N400 and the P600

Abstract|In the previous chapter, we have argued that five multi-stream mod-
els that have been proposed to explain the Semantic Illusion phenomenon fail to
account for all relevant data. This is because all five models assume that the ampli-
tude of the N400 indexes some form of semantic integration. In the present chapter,
we argue based on recent evidence that N400 amplitude might reflect the retrieval
of lexical information from memory. On this view, the absence of an N400-effect
in Semantic Illusion sentences can be explained in terms of priming. Furthermore,
we suggest that semantic integration, which has previously been linked to theN400
component, might be reflected in the P600 instead. When combined, these func-
tional interpretations result in a single-stream account of language processing that
can explain all of the Semantic Illusion data.1

1This chapter is adapted from the second part of Brouwer, H., Fitz, H., and Hoeks,
J. C. J. (2012). Getting real about semantic illusions: Rethinking the functional role of
the P600 in language comprehension. Brain Research, 1446:127–143.
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3.1 Introduction

In the previous chapter, we have argued that the Semantic Illusion phe-
nomenon suggested that semantic information can to some extent be pro-
cessed separately and autonomously, causing a shift from single-stream to
multi-stream models. What we would like to suggest in this chapter, how-
ever, is that instead of abandoning single-stream models, we should re-
consider the functional interpretation of the ERP components that are in-
volved. Following a growing number of studies, we propose to interpret
N400 amplitude as reflecting a memory retrieval phase, in which all the in-
formation linked to an incoming word (i.e., the syntactic, semantic, and
pragmatic information associated with that word) is ‘retrieved’ from long-
term memory (cf. Kutas and Federmeier, 2000; Lau et al., 2008, 2009; van
Berkum, 2009; Federmeier and Laszlo, 2009; van Berkum, 2010; Kutas and
Federmeier, 2011). We also propose that the integration of this activated lex-
ical information into the existing current mental representation of an un-
folding sentence is reflected in P600 amplitude. We combine this retrieval
view on theN400 amplitude and the ‘integration’ view on the amplitude of
the P600 into a single-stream account of language processing, which wewill
refer to as the Retrieval-Integration (RI) account. This account explains the
absence of an N400-effect and the presence of a P600-effect in response to
SIE sentences. In a sentence such as ‘De speer heeft de atleten geworpen’
(lit: The javelin has the athletes thrown) relative to ‘De speer werd door
de atleten geworpen’ (lit: The javelin was by the athletes thrown), there is
no N400-effect because retrieving the lexical information associated with
thrown is facilitated approximately equally in both sentences due to word
and context priming. There will be difficulty in integrating this informa-
tion into the existing mental representation, but only in the anomalous ‘il-
lusion’ sentence, producing a P600-effect relative to the normal control.
Integration is predicted to be difficult because it results in a representa-
tion that conflicts with what we know about the world: javelins do not
throw athletes. In what follows, we will motivate the Retrieval-Integration
account in more detail. First, we will argue that there is converging evi-
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dence for the retrieval nature of N400 amplitude, then we will discuss the
integration perspective on the amplitude of the P600.

3.2 Rethinking the N400 and the P600

3.2.1 N400 as Memory Retrieval

In the five multi-stream models we have discussed, it was assumed that
N400 amplitude is sensitive to difficulty of semantic integration (compo-
sitional semantic processing) (Osterhout and Holcomb, 1992; Brown and
Hagoort, 1993; Chwilla et al., 1995; van Berkum et al., 1999; Hagoort and
van Berkum, 2007; Hagoort et al., 2009; Wang et al., 2009; Baggio and Ha-
goort, 2011; Lotze et al., 2011). Under such a view, it should be difficult
to integrate the critical verb thrown in sentences such as ‘De speer heeft de
atleten geworpen’ (lit: The javelin has the athletes thrown), because this
yields an interpretation that is not in line with what we know about the
world: athletes throw javelins and not the other way around. This difficulty
should be reflected in an N400-effect, but none was observed. Precisely
this complication has motivated multi-stream architectures to postulate a
semantic analyzer which can build an interpretation independent of syn-
tactic surface structure. In this way, an autonomous semantic processing
stream can produce a semantically correct analysis in which athletes have
thrown the javelin, accounting for the absence of an N400-effect.

However, alternative views have recently come to the fore in which
N400 amplitude is interpreted in terms of memory retrieval rather than in-
tegration (see Kutas and Federmeier, 2000, 2011; Federmeier and Laszlo,
2009, for overviews). On this view, the amplitude of the N400 reflects the
mental processes that accompany the retrieval of lexical information from
long-term memory. For instance, the observed N400-effect in response to
‘For breakfast the boys would watch. . . ’ (as compared to ‘For breakfast
the boys would eat. . . ’) indicates that the retrieval of the lexical features
of eat is facilitated by the activation of semantic and syntactic features of
the preceding words, as well as by scenario-based world knowledge (hav-
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ing breakfast entails eating; see Chwilla and Kolk 2005 for a similar view on
script priming, and van Berkum 2009 pp. 295–297, for other possible fac-
tors of influence), but retrieval of the lexical features of watch is not. This
is consistent with theoretical proposals on the organization of the men-
tal lexicon (Pulvermüller, 1999, 2001; Rogers andMcClelland, 2004; Elman,
2004, 2009), with theories of memory (Ratcliff, 1978; Gillund and Shiffrin,
1984; Hintzman, 1988) and with the general idea that language processing
is highly predictive (Otten et al., 2007; van Berkum, 2010). The retrieval
view on N400 amplitude clearly differs from the integration view in that
retrieval is a bottom-up process that does not involve integrative semantic
processing or semantic composition. Crucially, we assume that top-down
information, for example from the existing mental representation of the
preceding sentence fragment, does play a role, but it adds to the activation
pattern (van Petten, 1993, 1995; van Berkum, 2009); it does not constrain
the pattern of activation (i.e., make it more specific). Thus, context has
important ‘excitatory’ power. A by-product of such a mechanism is that
the language processing system is able to anticipate or predict upcoming
words (see Schwanenflugel and Shoben, 1983, 1985; Schwanenflugel et al.,
1988; Federmeier and Kutas, 1999; van Berkum, 2009). This is also con-
sistent with the idea of ‘readiness’ of information from the memory and
text comprehension literature (see e.g., Gerrig and McKoon, 1998; Gerrig,
2005),

With respect to the SIE data, the retrieval hypothesis provides a differ-
ent perspective on the absence of an N400-effect in sentences such as ‘De
speer heeft de atleten geworpen’ (lit: The javelin has the athletes thrown)
(see Stroud, 2009; Stroud and Phillips, 2011, for a similar proposal). For
both this sentence and its control ‘De speerwerd door de atleten geworpen’
(lit: The javelin was by the athletes thrown), retrieval of the lexical fea-
tures of thrown is facilitated. Facilitation occurs because of semantic re-
latedness between thrown and the preceding words javelin and athletes in
its prior context, and also through the activation of scenario-based world
knowledge (javelins are typically thrown by athletes). The retrieval hypoth-
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esis therefore predicts approximately equally sized N400 amplitudes for
the anomalous sentence and its control and hence no N400-effect. A simi-
lar explanation can be offered for the absence of an N400-effect in the other
studies in which an SIE has been observed. All relevant materials contain
some kind of semantic relation between a verb and its argument(s), lead-
ing to facilitated retrieval of the lexical features of a critical word by means
of priming from the preceding lexical items, and from the existing mental
representation of the preceding part of the sentence, in both the test and
the control sentence. In the following, we underlined the words that are in
such a priming relationship for the studies discussed in this paper:

(1) The javelin has the athletes thrown
The javelin was by the athletes thrown
(Hoeks et al., 2004)

(2) The hearty meal was devoured
The hearty meal was devouring
(Kim and Osterhout, 2005)

(3) The poacher that on the fox hunted
The fox that on the poacher hunted
(van Herten et al., 2005)

(4) (prior context: a story about a tourist and a suitcase):
Next, the woman told the suitcase
Next, the woman told the tourist
(Nieuwland and van Berkum, 2005)

(5) For breakfast the eggs would eat
For breakfast the boys would eat
(Kuperberg et al., 2007)

For all of these item pairs, the retrieval view thus predicts approximately
equal N400 amplitudes for the critical words and no N400-effect when the
sentences are contrasted.

At the same time, the retrieval hypothesis can also explain the pres-
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ence ofN400-effects inmaterials that elicit biphasic N400/P600-effects such
as ‘De speer heeft de atleten opgesomd’ (lit: The javelin has the athletes
summarized) (compared to ‘De speer werd door de atleten geworpen; lit:
The javelin was by the athletes thrown). Due to absence of priming, re-
trieval of the lexical features of summarized in the critical sentence is pre-
dicted to bemore cumbersome, and produce a larger N400 amplitude than
retrieval of the lexical features of thrown in the control sentence and there-
fore we observe an N400-effect.

Kuperberg et al. (2007) reported findings that seem to challenge the re-
trieval view. Sentences such ‘For breakfast the eggs would watch. . . ’ pro-
duced a P600-effect relative to ‘For breakfast the boys would eat. . . ’ but no
N400-effect. On the retrieval view one would predict that the activation of
the lexical features of watch in the critical sentence is facilitated less than
that of the features of eat in the control sentence, producing anN400-effect:
eat is semantically related to breakfast, whereaswatch is not. However, close
inspection of thematerials used byKuperberg et al. showed that therewere
sentence pairs such as ‘To explore the area the truck should describe. . . ’
relative to ‘To explore the area the travelers should rent. . . ’. In neither of
these sentences, facilitated retrieval is expected, and hence no difference
in N400 amplitude is predicted. The retrieval hypothesis thus predicts an
N400-effect for some, but not for other sentences from the Kuperberg et al.
materials. Thismay have been the reason that theN400-effect did not reach
significance.

Many researchers, most notably the proponents of the five multi-
stream models that we have discussed, still adhere to the integration view
of N400 amplitude. Nevertheless, evidence favoring retrieval over integra-
tion is accumulating in the ERP literature (see Kutas and Federmeier, 2000;
Federmeier and Kutas, 1999; Kutas et al., 2006; Lau et al., 2008, 2009; van
Berkum, 2009; Federmeier and Laszlo, 2009; van Berkum, 2010, for discus-
sions). For instance, it has been known for some time that N400 amplitude
is insensitive to the truth value of an utterance. Fischler et al. (1983) showed
that the final word in sentences such as ‘A robin is not a bird’ produced an
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N400 amplitude equal in size to that elicited by the final word in true sen-
tences such as ‘A robin is a bird’ (see also Kounios and Holcomb, 1992).
This is difficult to explain under the integration view because the critical
noun bird is expected to be more difficult to integrate with the conceptual
representation evoked by ‘A robin is not a [. . . ]’ due to a conflict withworld
knowledge. The retrieval hypothesis, on the other hand, does not predict
an N400-effect. Retrieval of the lexical features of bird is facilitated equally
in both sentences, because of semantic relatedness to robin. Hence, the sen-
tences should generate equal sized N400 amplitudes. In a related study,
Hagoort et al. (2004) found that the critical word in sentences such as ‘The
Dutch trains are white. . . ’ produced a larger N400 amplitude than the crit-
ical word in sentences like ‘The Dutch trains are yellow. . . ’. These findings
are in line the integration hypothesis, as Dutch trains are in fact yellow and
not white, so white should be harder to integrate because it renders the sen-
tence false. However, the results are also consistent with the retrieval view.
Since yellow is a semantic feature of Dutch trains, retrieval of yellow is fa-
cilitated compared to the retrieval of white leading to an increased N400
amplitude for the latter.

Finally, the retrieval view of N400 amplitude is supported by evi-
dence from neuroimaging studies. Lau et al. (2008) surveyed fifteen func-
tional Magnetic Resonance Imaging (fMRI) studies of semantic priming
and found that the posterior middle temporal gyrus (pMTG) was the most
likely source of the N400-effect (see Halgren et al., 2002, for converging ev-
idence frommagnetoencephalography, MEG). Importantly, the pMTGwas
active in lexical decision tasks at Stimulus Onset Asynchronies (SOAs) as
short as 33ms where it seems implausible that a word is sufficiently pro-
cessed to be integrated into a larger context. This finding is difficult to
explain under the integration view. Lau et al. suggest that processes at
these short SOAs must reflect automatic spreading activation processes
in lexical-semantic memory. Furthermore, they argue that activity in the
pMTG has been consistently linked to tasks requiring semantic categoriza-
tion or feature judgment (Price et al., 1994; Pugh et al., 1996; Gold et al.,
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2006), suggesting that this region is engaged in lexical retrieval. This is
supported by the fact that aphasics with lesions in the pMTG show diffi-
culties with tasks that require lexical retrieval (Kertesz, 1979; Hart Jr. and
Gordon, 1990), and the observation that the pMTGwas the only area found
consistently active in production tasks involving lexical selection (Indefrey
and Levelt, 2004). Thus, there is a strong neuroanatomical link between
N400 amplitude and brain areas involved in lexical retrieval.

If we accept the retrieval perspective on the amplitude of the N400, the
absence of anN400-effect in Semantic Illusion sentences is explained easily
(see Table 2.2). However, if N400 amplitude does not reflect integration, the
question remains how and when integration takes place. Integrating mul-
tiple sources of information is without doubt a core task of the language
processor and it would be surprising if the brain activity associated with
that process would not be detectable in ERP waveforms. In the following
section, we will argue that these integrative processes are reflected in the
amplitude of the P600.

3.2.2 P600 as Mental Representation Composition

The P600 component has long been interpreted as indexing the difficulty of
revising the existing syntactic analysiswhen an incomingword renders the
sentence ungrammatical. Hagoort et al. (1993), for instance, found a P600-
effect in response to sentences containing a mismatch in number agree-
ment, as in ‘Het verwende kind gooien. . . ’ (lit: The spoilt child throw. . . )
relative to control sentences such as ‘Het verwende kind gooit. . . ’ (lit: The
spoilt child throws. . . ) (see also Neville et al., 1991; Münte et al., 1998;
Allen et al., 2003; Gouvea et al., 2010, among others). P600-effects have
also been observed in response to garden-path sentences. These sentences
do not contain a syntactic anomaly, but have been found to lead partici-
pants to initially adopt an incorrect syntactic analysis of a sentence that
needs to be revised later on (Osterhout and Holcomb, 1992, 1993; Oster-
hout et al., 1994; Frisch et al., 2002; Kaan and Swaab, 2003a; Gouvea et al.,
2010). Osterhout et al. (1994), for instance, observed a P600-effect in re-
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sponse to ‘The lawyer charged the defendantwas. . . ’ relative to ‘The lawyer
charged that the defendant was. . . ’. Presumably, readers initially pursue a
reading in which the defendant is the direct object of the verb charged. The
auxiliary was then disambiguates the NP the defendant as the subject of a
subordinate clause, requiring readers to revise their initial analysis. The
P600-effect elicited by syntactic violations and garden-paths thus appears
to reflect processes of syntactic revision or syntactic repair. In the Hagoort
et al. study, for instance, such revision could involve correcting number
agreement by mentally adjusting the critical verb’s inflection (for similar
proposals see Kim and Osterhout, 2005; Kim and Sikos, 2011; Stroud, 2009;
Stroud and Phillips, 2011).

Results by Kaan et al. (2000) challenged the interpretation of P600 am-
plitude as an index of syntactic revision. They found that long-distance
wh-dependencies such as ‘Emily wonders who the performers in the con-
cert imitate. . . ’ also produced a P600-effect relative to a sentence lacking
such a dependency (as in: ‘Emily wonders whether the performers in the
concert imitate. . . ’) (see also Fiebach et al., 2002; Felser et al., 2003; Phillips
et al., 2005; Gouvea et al., 2010). This sentence is syntactically well-formed
and does not contain a garden-path, so the observed P600-effect is unlikely
to reflect syntactic revision processes. Rather, it seems to reflect difficulty
in establishing the wh-dependency at the verb. The verb imitate has to be
‘linked’ to the wh-pronoun whowhile no such dependency needs to be es-
tablished in the control sentence. Kaan et al. therefore suggested that P600
amplitude must also reflect processes of syntactic integration.

Recently, it has become clear that P600-effects do not only appear in
sentences that are structurally complex. Burkhardt (2006), for instance, re-
ported a P600-effect for sentences that require extra processing at the dis-
course level. She used target sentences containing a referring expression
for which 1) the referent was novel, 2) the referent could be inferred from
the preceding context, or 3) the referent was given in the context. When a
novel discourse referent had to be established, a P600-effect was observed
(relative to the control sentences with a given referent). There was also a
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P600-effect when the referent could be inferred. None of the conditions
contained syntactic violations, garden-paths, or complex syntactic depen-
dencies. The P600-effect observed by Burkhardt can therefore not be at-
tributed to purely syntactic processes. In later studies, Burkhardt (2007);
Schumacher (2011) showed that not only the introduction of a new pro-
tagonist, but also the inferred presence of an instrument and processes of
establishing reference produce a P600-effect. These findings again suggest
that the amplitude of the P600 might be more than a reflection of intensive
syntactic processing.

Regel et al. (2011)made a similar suggestionwhen finding a P600-effect
in response to irony. In their study, participants were presented with short
contextual story fragments, for example, about someone hearing many
mistakes in the performance of a Bach sonata. The person in question
would then look at the orchestra playing the sonata, and ironically say to
his or her conversational partner: ‘These artists are gifted’. In the control
condition the person would be listening in ecstasy and again say ‘These
artists are gifted’, but this time being sincere. Regel et al. interpreted the
P600-effect in the irony condition as a reflection of discourse-related inter-
pretative processes involved in computing ironic versus literal meaning of
an utterance.

Taken together, the findings of Burkhardt (2006, 2007); Schumacher
(2011), and Regel et al. (2011) cast doubt on a purely syntactic interpreta-
tion of P600 amplitude. The P600-effects found in these recent studies seem
to reflect processes that are related to meaning rather than syntax. What
their materials have in common is that they require additional process-
ing (as compared to the control condition) in order to arrive at a coherent
mental representation of what the speaker or writer meant to communi-
cate. In the materials of Burkhardt, for instance, the processor has to first
establish a discourse referent before it can arrive at a representation of the
described situation. Building such a representation should require more
work in the critical conditions compared to the control condition because
the referent was not given. In the irony materials of Regel et al., the pro-
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cessor has to compute an interpretation in which an utterance is meant in
a ‘dishonest’ way. Compared to the truthful condition, establishing such
a non-literal interpretation may involve additional processing. Hence, the
results of Burkhardt and Regel et al. are compatible with the idea that P600
amplitude reflects the additional effort invested in establishing a represen-
tation of what the speaker wants to convey.

It seems uncontroversial that in comprehending a sentence or story, a
listener (or reader) constructs some kind of mental representation of what
is communicated. What such representations actually look like is still a
matter of debate. Representations in comprehension have variously been
called mental models (Johnson-Laird, 1983), situation models (van Dijk and
Kintsch, 1983; Kintsch, 1988, 1998; Zwaan et al., 1995; Zwaan and Radvan-
sky, 1998; Zwaan, 1999, 2003; Kerkhofs and Haselager, 2006), message-level
representations (Morris, 1994), or discourse representations (Kamp and Reyle,
1993). For the present discussion, we will adopt the theory-neutral term
mental representation of what is being communicated (MRC for short). These
MRCs probably comprise the propositions that can be derived directly
from the linguistic input, but also knowledge from all kinds of inferences
(e.g., logical, causal, or pragmatic) that can be made on the basis of world
knowledge, including pragmatic knowledge about communication. Con-
sider, for instance, the following sentence: ‘John let loose of the cup, and it
covered the floor with splinters’. Comprehension here requires more than
extracting its propositions (e.g., something like let_loose(john, cup) and
cover(splinters, floor)). It also invites the causal inference that the cup
broke when it fell out of John’s hands, and that the splinters covering the
floor used tomake up the cup. Thus, the construction of amental represen-
tation requires knowledge about the causal fabric of theworld inwhich the
described situation or event is set. To generate the inference that the cup
broke after it fell out of John’s hand, for instance, one needs to know that
gravity makes the cup fall down, that cups are typically made of glass or
porcelain, and that objects made out of such materials are likely to break if
they fall from a certain height. On a different level, language use also gives
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rise to pragmatic inferences, because utterances ultimately have a commu-
nicative function. Possibly, a speaker wants to warn for splinters on the
floor because John broke his cup, or perhaps he/she wants to emphasize
John’s clumsiness. Hence, we agreewithGernsbacher (1990); Givón (1992);
Kintsch (1992) and Zwaan and Radvansky (1998) that words and sentences
“. . . can be regarded as a set of processing instructions on how to construct a
mental representation of the described situation.” (Zwaan and Radvansky,
1998, p. 177). It is important to note that MRCs are often incomplete and
incorrect (cf. Kintsch and Mangalath, 2011, p. 357), it depends in part on
the pragmatic and world knowledge of a specific language user which in-
ferences are possible. What is more, not all inferences that are in principle
possible will actually be drawn because our language system seems heav-
ily influenced by task demands and may take the ‘good enough’ approach
to language understanding (Ferreira and Patson, 2007). This means that if
the current state of the MRC suffices to successfully take part in a shallow
conversation, or to answer a simple question, then no more effort needs to
be invested in making the MRC more complete or coherent. On the other
hand, if it reallymatters that theMRC is correct, for instancewhen asked to
determine the plausibility of a sentence in a language task, language users
will try harder. It is conceivable thatMRCs also play a role in non-linguistic
domains such asmusic (Patel, 2003), sequence learning (Christiansen et al.,
2012), and arithmetic (Núñez-Peña and Honrubia-Serrano, 2004). Repre-
sentations in these domains will of course differ from representations aris-
ing in language comprehension, but there may also be important parallels,
for instance in howmental representations are reconstructed or evaluated.

Although it is entirely possible that the P600-effects in the studies that
were discussed above comprise a rather heterogeneous family, where some
family members reflect discourse processing, others semantic processing,
and yet others syntactic processing, we would like to start from the hy-
pothesis that all P600-effects can be described in terms of the construction,
revision, or updating of a mental representation of what is being commu-
nicated. Not only does this explain the findings of Burkhardt (2006, 2007);
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Schumacher (2011) and Regel et al. (2011), it also casts a different light on
the SIE data. For the sentence ‘De vos die op de stroper joeg. . . ’ (lit: The
fox that on the poacher hunted. . . ), for instance, it is more difficult to ar-
rive at a coherent representation than for its control ‘De stroper die op de
vos joeg. . . ’ (lit: The poacher that on the fox hunted. . . ), because our world
knowledge tells us that it is unusual for foxes to hunt poachers. Similarly, eggs
do not eat, javelins do not throw athletes, meals do not devour, and suitcases
are usually not the addressee of an utterance. In all these materials, MRC
composition is thus predicted to bemore difficult for the illusion sentences
as compared to control because the depicted situation conflicts with world
knowledge (see Table 2.2). One study that requires some additional expla-
nation, however, is that of Kos et al. (2010). For a sentence such as ‘Fred
eet een restaurant tijdens de lunch’ (lit: Fred eats a restaurant during the
lunch) (as compared to ‘Fred eet een boterham tijdens de lunch’; lit: Fred
eats a sandwich during the lunch), the MRC hypothesis would predict a
P600-effect reflecting difficulty in constructing a coherent representation of
Fred eating a restaurant. However, no such P600-effect was found. On closer
inspection of the materials used in this study, however, there appear to be
quite some items in which the semantic anomaly only becomes apparent
at the sentence-final prepositional phrase (PP). As a consequence, in some
items, a P600-effect may occur at the critical NP, but in other items only at
the sentence-final PP. If ERP components are then averaged at each of the
two positions (i.e., critical NP and the sentence-final PP), they might be-
come undetectable, explaining why no significant P600-effect was found
at the critical NP2. An easy way to test this idea would be to remove the
sentence-final PPs in the Kos et al. (2010)materials and to replace themby a
period (e.g., ‘Fred eet een restaurant.’;‘Fred eats a restaurant.’). In that case,
the critical NPs should definitely elicit a P600-effect. This is because the
end-of-sentence marker makes it clear that there will be no further input
for an unfolding sentence and hence the meaning of this sentence needs to
be composed from what has already been perceived (see below for a more

2Kos et al. (2010) did not report results for the sentence final PP.
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elaborate discussion of this issue).

We have argued that understanding ‘Semantic Illusion’ sentences and
sentences in discourse context requires work on the MRC, which is then
reflected in an increased P600 amplitude. But what about the P600-
effects in response to phenomena such as garden-paths, long-distance wh-
dependencies and syntactic violations? We would like to suggest that in
these sentences P600 amplitude reflects MRC composition as well. Recall
that Osterhout et al. (1994) observed a P600-effect in response to garden-
path sentences like ‘The lawyer charged the defendant was. . . ’ (relative to
‘The lawyer charged that the defendant was. . . ’). One of the hypotheses
that they formulated was that P600 amplitude reflects difficulty of syntac-
tic revision. However, the P600-effect they found can also be explained in
terms of the effort involved in creating a coherent mental representation.
The processor might initially construct a representation in which the defen-
dant is a referent that is being charged by the lawyer. The disambiguating
auxiliary was signals that this is incorrect, and requires the processor to
construct a representation in which which the lawyer is charging that the
defendant was doing something. The processor thus has to revise its ini-
tial representation of the communicated situation, such that it is consistent
with the input again. This revision may involve something like retract-
ing (if that is at all possible) the event-representation depicting the lawyer
charging the defendant, and postulating a novel event in which the the lawyer
charges that the defendant was doing something. On this account, the observed
P600-effect reflects the effort in reworking an initial mental representation,
rather than the revision of a syntactic analysis.

A similar argument can be applied to the results ofHagoort et al. (1993).
They found a P600-effect in sentences containing a number agreement vio-
lation ‘Het verwende kind gooien. . . ’ (lit: The spoilt child throw. . . ) (rela-
tive to grammatically correct controls ‘Het verwende kind gooit. . . ’; lit: The
spoilt child throws. . . ). In terms of mental representation construction, the
morphosyntactic error makes it more difficult to arrive at a coherent rep-
resentation of the state of affairs. One reason why MRC construction is
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difficult in this case is the fact that number agreement is an essential cue
for thematic role assignment. As it is not clear which element has an in-
correct inflection (i.e., child or throw), it is possible that the processor first
has to determine whether the depicted situation involves a single child or
perhaps more. In the control condition, the construction of a mental repre-
sentation is unproblematic. Hence, the increased amplitude of the P600 in
the critical condition may reflect the additional processing incurred by the
attempt to recover the intended meaning from the language input. Such
recovery processes might be similar to those that underlie P600-effects for
misspelled relative to correctly spelled words (see Vissers et al., 2006; Kim
and Lai, 2012, for instance); the increased difficulty in representation con-
struction stems from the effort of trying to recover what the writer meant
to communicate.

The P600-effect observed by Kaan et al. (2000) can be explained along
the same lines. Kaan et al. found a late positivity in response to sen-
tences containing a long-distance wh-dependency ‘Emily wonders who
the performers in the concert imitate. . . ’ (relative to sentences lacking
such a dependency ‘Emily wonders whether the performers in the concert
imitate. . . ’). Processing of the verb imitate in the critical sentence entails es-
tablishing a thematic relation between the verb, the entity referred to by the
wh-pronounwho, and theNP the performers. In the control sentence no such
dependencies need to be established. For this reason, the construction of a
coherent representation involves more work in the critical condition than
in the control condition. The increase in P600 amplitude, we hypothesize,
reflects this extra processing step.

Summarizing, wewant to formulate the following hypothesis about the
functional interpretation of P600 amplitude in language comprehension.

3.2.3 The MRC hypothesis

The P600 component is a family of late positivities that reflect the word-by-
word construction, reorganization, or updating of a mental representation
of what is being communicated. We hypothesize that the P600 component
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is evoked by every word in a sentence as the lexical information activated
by a word is integrated into the current mental representation. This results
in an updated representation of the input given thus far. In other words,
the processes of integration and interpretation that were assumed to un-
derlie N400 amplitude on the integration view are now assumed to be re-
flected in the amplitude of the P600 instead. Integration difficulty, we sug-
gest, is determined by how much the current mental representation needs
to be adapted to incorporate the current input. This integration difficulty
is not simply a function of the plausibility of a word in a given sentence.
Although this kind of plausibility may be an important determinant of in-
tegration difficulty, there are also other, non-lexical factors at work, such
as when a word or phrase introduces a novel entity into the discourse, or
when non-literal (e.g., ironic) meaning is computed at a given point in the
sentence.

Differences in amplitude, latency, duration, and scalp distribution of
the P600 component suggest that not every P600-effect is created alike (cf.
Coulson et al., 1998; Gouvea et al., 2010). We would like to speculate that
these electrophysiological properties of the P600 component correlate with
the specific subprocesses that may underlie the construction of a mental
representation. Examples of such subprocesses are accommodating new
discourse entities, establishing a relation between the entities and assign-
ing them a thematic role, adding information to entities, revising already
established relations, revising already assigned thematic roles, resolving
conflicts between information sources (e.g., with respect to world knowl-
edge), and so on. It is important to note that despite being different in
kind, these processes have in common that they directly affect the repre-
sentation of the current linguistic input, and hence they are all involved in
the composition of an MRC.

The hypothesis we put forward here differs from the purely syntac-
tic interpretation of P600 amplitude which is still dominant in the field of
psycholinguistics. For instance, a recent review of the linguistic processes
underlying the P600 component (Gouvea et al., 2010) concludes that the
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P600 amplitude is an index of the construction and deconstruction of syn-
tactic relations (see also Kim and Osterhout, 2005; Kim and Sikos, 2011;
Stroud, 2009; Stroud and Phillips, 2011). Clearly, syntactic complexities
and anomalies do elicit a P600-effect, but we believe they do so because
they create difficulties in constructing a mental representation. The MRC
hypothesis on the amplitude of the P600 also differs from the way multi-
streammodels such as Monitoring Theory, CCA, and eADM interpret P600
amplitude. Increased P600 amplitude, in our view, does not result from a
conflict between two or more processing streams. As sketched above, we
suggest that the P600 component is the brain’s natural electrophysiological
reflection of updating a mental representation with new information. Fi-
nally, the MRC hypothesis is also different from the proposal put forward
by Burkhardt (2006, 2007) and Schumacher (2011). Burkhardt assumes that
semantic integration and reference computation is reflected in the ampli-
tude of the N400, but that the organization and maintenance of the result-
ing representation takes place in a system she calls ‘discourse memory’.
On her account, an increase in P600 amplitude occurs whenever this sys-
tem is taxed, for instance when a new discourse entity is introduced. Thus,
she assumes two distinct levels of representation, one for the meaning of
an utterance (reflected in N400 amplitude), and one for its discourse rep-
resentation (reflected in the P600 amplitude). Under the MRC hypothesis,
however, there is a single representation of what is communicated, and
the ease of managing this representation with regard to the current input
is reflected in P600 amplitude.

3.3 Semantic Illusions revisited

The ‘Semantic Illusion’ phenomenon has led to a paradigmatic shift from
single-stream towards multi-stream models, as it seemed to suggest the ex-
istence of an autonomous semantic processing stream. However, from
the perspective of the single-stream Retrieval-Integration account outlined
above, there is no such thing as a ‘Semantic Illusion’ in any of the SIE stud-
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ies reported in this paper. Observing a P600-effect instead of an N400-
effect in response to sentences such as ‘De speer heeft de atleten geworpen’
(lit: The javelin has the athletes thrown) does not entail that participants
were temporarily entertaining an illusory interpretation. Rather, they im-
mediately attempted to construct a representation of the anomalous event
that is communicated in the sentence. We do not want to suggest, how-
ever, that people never perceive semantically anomalous input as mean-
ingful. For instance, Erickson and Mattson (1981) presented participants
with questions like ‘How many animals of each kind did Moses take on
the Ark?’. Most people answered ‘two’, missing the point that it was Noah,
and not Moses, who sailed the Ark. Similarly, Barton and Sanford (1993)
found that in response to questions like ‘When an airplane crashes on a
border with debris on both sides, where should the survivors be buried?’,
the answers often contained locations, as participants failed to realize that
survivors should not be buried. These findings suggest that some partic-
ipants processed these questions as if they made perfect sense, and failed
to identify the anomaly. For these materials, the Retrieval-Integration ac-
count would predict that detecting the anomaly will have little or no ef-
fect on N400 amplitude, because N400 amplitude only depends on how
much the retrieval of lexical features of the critical word is facilitated by
its context. There should, however, be a modulation of P600 amplitude.
If participants detect the anomaly, there should be a P600-effect relative
to a non-anomalous control, indicating difficulty in constructing an inter-
pretation of what is communicated (possibly this involves replacingMoses
with Noah). If participants do not detect the anomaly, no such P600-effect
should be observed, because the representations for the critical and control
sentences should be equally difficult to build. Sanford et al. (2011) recently
conducted an ERP investigation of the ‘Moses Illusion’. They presented
participants with fragments like:

‘Child abuse cases are being reported much more frequently these
days. In a recent trial, a 10-year {sentence/care order} was given
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to the victim. . . ’ (‘sentence’ = anomalous; ‘care order’ = non-
anomalous).

The authors compared the waveforms of participants that detected the
anomaly, to those of participants that did not detect it. A P600-effect was
reported for detected anomalies relative to undetected ones; there were no
significant differences in N400 amplitude.

These results are consistent with the Retrieval-Integration account.
First, no N400-effect is predicted for the critical words because retrieval
of the critical word’s meaning is predicted to be equally facilitated by the
preceding words across the two conditions. Secondly, only if participants
do identify the anomaly, a P600-effect should appear that reflects the in-
creased processing involved in composing a coherent mental representa-
tion. No P600-effect should obtain if participants fail to see the anomaly.
This pattern of results is precisely what was found in this study. Thus, gen-
uine Semantic Illusions such as the ‘Moses Illusion’ affect P600 amplitude
but not N400 amplitude.

3.4 Predictions

On the basis of Retrieval-Integration account, one can make the following
predictions:

N400 amplitude does not correlate with plausibility. According to the re-
trieval view, N400 amplitude reflects bottom-up memory-based activation
processes. Top-down information from the current mental representation
can add to the activation patterns in memory, but does not constrain them
(van Petten, 1993, 1995; van Berkum, 2009). Consequently, N400 amplitude
for a critical word should be relatively insensitive to the plausibility of a
sentence within which it is contained. This means that if one of two words
makes a given sentence implausible while the other does not, there will
not be an N400-effect if both are approximately equally primed by the pre-
ceding context. In other words, we predict that N400 amplitude does not
correlate with the overall plausibility of a sentence if priming by preceding
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words and context is taken into account. A fine example consistent with
this prediction was presented in the previous paragraph (i.e., the example
taken from Sanford et al., 2011). This contrasts with the integration view
which attributes the N400 to compositional and integrative processes, and
therefore predicts N400 amplitude to be highly sensitive to plausibility.

P600 amplitude correlates with integration difficulty. If integration diffi-
culty is not reflected in the amplitude of the N400, but in that of the P600
instead, every word should produce an increase in P600 amplitude, these
increases being largest for words that make integration most difficult, that
is, where the current mental representation requires the most substantial
revision in order to incorporate the current linguistic input. For instance,
larger P600 amplitudes should ensue when words or phrases introduce
new referents or reference needs to be inferred, as compared to given enti-
ties (cf. Burkhardt, 2006). Also, an increase in P600 amplitude is expected
whenever recovering what the speaker or reader means requires intensive
pragmatic processing, as for example in the case of irony (Regel et al., 2011).
A third source of increased integration difficulty are words that render
their containing sentence implausible by violating world knowledge (as
in the SIE data). Finally, a P600-effect is likely to arise when the position
or the form of a word violates syntactic rules, making it hard to arrive at
a coherent representation. The amount of integration will thus differ from
word to word, as it depends crucially on how the syntactic, semantic and
pragmatic information associated with this word necessitates a change of
the existing MRC.

P600 amplitude increases at phrase and sentence boundaries. As we have
discussed above, P600 amplitude will vary with specific lexical character-
istics. In addition, we expect that there may also be positions in a sentence
where — regardless of specific word characteristics — integration will be
most intensive, namely at phrase and sentence boundaries. Thus, we be-
lieve that the so-called clause wrap-up and sentence wrap-up effects very
likely reflect MRC composition, and future research should look into these
processesmore carefully, as to date thesewrap-up effects have been treated
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as a nuisance rather than as a window to meaning construction.

Prosodic boundaries are similar to sentence and phrase boundaries in how they
affect the P600. In spoken language, phrase and sentence boundaries often
coincide with prosodic breaks. We want to speculate that the late posi-
tivity that is found at prosodic boundaries, known as the Closure Positive
Shift (CPS) (Steinhauer et al., 1999;Mueller et al., 2005; Kerkhofs et al., 2007,
2008; Wolff et al., 2008; Liu et al., 2009; Bögels et al., 2010, 2011c,a,b), is ac-
tually part of the P600 component family. Prosodic breaks help language
users structure their input. A construction in which two coordinated NPs
are preceded by an adjective ‘blue squares and triangles’, for instance, is
structurally ambiguous because it can mean that both the squares and the
triangles are blue or that only the squares are blue. A prosodic break af-
ter squares indicates the latter analysis, in which the scope of the adjec-
tive is restricted to the first NP. In other words, a prosodic break in this
place signals that blue squares can be integrated as a complete referent in
the mental representation that is being constructed. This suggests that the
processes underlying the CPS might be the same as those reflected in P600
amplitude. This hypothesis is supported by similarity of the CPS in on-
set (around 400ms post stimulus onset), duration (approximately 600ms),
and scalp distribution (centro-parietal) to the P600 component (see, e.g.,
Kerkhofs et al., 2007, figure 2).

P600 amplitude correlates with behavioral measures of processing difficulty.
In sentences containing a syntactic anomaly or garden-path, there is a cor-
relation between behavioral measures of language comprehension, such
as reading times or eye-tracking measures, and their electrophysiological
counterparts (see Hoeks, 1999; Brown and Hagoort, 1999). Words that in-
troduce a syntactic anomaly require more processing time, and also pro-
duce a larger P600 amplitude than correct controls. We hypothesize that
this correlation between reading time and P600-effects extends beyond
words inducing an ungrammaticality. We predict that P600 amplitude
correlates with behavioral measures on a word-to-word basis in every sen-
tence: in garden-path constructions, ungrammatical sentences and seman-
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tically anomalous sentences, but also in syntactically well-formed and se-
mantically plausible sentences. Of course, behavioral measures need to be
compared to a relevant control, as for instance reading times also include
the time needed for lexical retrieval processes.

The amplitude of the P600 strongly depends on task demands. Language
users are very adaptive in finding out how to do a task optimally without
investing too much effort. We expect that this will be no different when
it comes to MRC composition. For instance, Kolk et al. (2003) found that
removing the acceptability judgement task greatly reduced the P600-effect
found for their Semantic Illusion stimuli. Thus, P600 amplitude will also
vary as a function of the specific demands of the current task. For instance,
taking part in conversation may well lead to a higher need for a coherent
MRC, and thus to larger P600 amplitudes than reading an isolated sentence
from a screen, as is the case in many ERP experiments. This is especially
true if participants do not have a task for which proper comprehension of
the sentences is necessary, but are merely asked to read for comprehension
(see van Petten and Luka, 2012, for an overview).

The predictions given above suggest a host of factors that critically af-
fect P600 amplitude. It is therefore imperative for future studies on the
determinants of the P600 component to vary those systematically, or to
control for them rigorously.

3.5 Conclusion

We have proposed a simple and parsimonious single-stream account of lan-
guage processing, the Retrieval-Integration account. On this account, the
N400 and the P600 component reflect two successive processing stages,
in which the output of the retrieval phase (N400 amplitude) serves as in-
put for integration (P600 amplitude). The N400 component thus reflects a
retrieval stage in which the syntactic properties and semantic features of
a current word are ‘retrieved’ from long-term memory; the N400 ampli-
tude does not reflect any integrative or compositional semantic process-
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ing. Rather, P600 amplitude reflects the integration of lexical information
with the current semantic representation into an updated representation.
We have argued that the integrative processes underlying the amplitude
of the P600 can best be understood in terms of the construction, reorgani-
zation, or updating of a mental representation of what is being commu-
nicated in a sentence or story — a proposal we have labeled the MRC hy-
pothesis. Language processing thus seems to be basically characterized
by biphasic N400/P600 sequences occurring for every word in a sentence
(see Kotchoubey, 2006, for a proposal in which all cognitive processing en-
tails negative-positive cycles). Future research should address how this
account can be extended to include other ERP-effects that have been found
in language processing studies, such as the Early Left Anterior Negativity
(ELAN), the Left Anterior Negativity (LAN), as well as Sustained Negativ-
ities (see Friederici, 2011; Steinhauer andDrury, 2011, for critical reviews).
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CHAPTER 4

A Time and Place for
Language Comprehension

Abstract|We propose a new functional-anatomical mapping of the N400 and the
P600 to a minimal cortical network for language comprehension. Our work is an
example of a recent research strategy in cognitive neuroscience, where researchers
attempt to align data regarding the nature and time-course of cognitive process-
ing (from ERPs) with data on the cortical organization underlying it (from fMRI).
The success of this ‘alignment’ approach critically depends on the functional inter-
pretation of relevant ERP components. Models of language processing that have
been proposed thus far do not agree on these interpretations, and present a variety
of complicated functional architectures. We put forward a very basic functional-
anatomical mapping based on the recently developed Retrieval-Integration account
of language comprehension (Brouwer et al., 2012). In this mapping, the left pos-
terior part of the Middle Temporal Gyrus (BA 21) serves as an epicenter (or hub)
in a neurocognitive network for the retrieval of word meaning, the ease of which
is reflected in N400 amplitude. The left Inferior Frontal Gyrus (BA 44/45/47),
in turn, serves a network epicenter for the integration of this retrieved meaning
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with the word’s preceding context, into a mental representation of what is being
communicated; these semantic and pragmatic integrative processes are reflected in
P600 amplitude. We propose that our mapping describes the core of the language
comprehension network, a view that is parsimonious, has broad empirical cover-
age, and can serve as the starting point for a more focused investigation into the
coupling of brain anatomy and electrophysiology.1

4.1 Introduction

The aim of the study of language comprehension is to understand how
the brain creates meaning from linguistic input. Starting from the lesion-
studies of Broca and Wernicke, and subsequent work by Lichtheim and
Geschwind, we have learned that the language system is not rooted in a
single cortical area, but rather involves a whole network of interconnected
regions (a neurocognitive network, henceforth). Neuroimaging and lesion
studies have since produced a vast collection of data on the cortical orga-
nization of language comprehension (for discussions and overviews, see
e.g., Dronkers et al., 2004; Turken and Dronkers, 2011; Cabeza andNyberg,
2000; Bookheimer, 2002; Binder et al., 2009; Price, 2002, 2010; Andrews,
2011). The challenge we now face is twofold: we need to find out what
processes are subserved by these areas, and also how these functional pro-
cesses are ordered temporally.

To arrive at a neurobiological model of language comprehension, a link
is needed between time and place of language comprehension in the brain.
This means that we will have to find a way to deal with the limitations
of the currently available neuroimaging methods; some methods allow
for assessing whether cognitive processes are different in kind, and how
they evolve over time (e.g., electroencephalography, EEG, andmagnetoen-
cephalography, MEG), whereas other methods can be used to pinpoint the
location of the areas that aremost active during a given cognitive task (e.g.,

1This chapter is adapted from Brouwer, H. and Hoeks, J. C. J. (2013). A time and
place for language comprehension: Mapping the N400 and the P600 to a minimal cor-
tical network. Frontiers in Human Neuroscience, 7:758.
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functionalmagnetic resonance imaging, fMRI, positron emission tomogra-
phy, PET, and, functional near-infrared spectroscopy, fNIRS). As hemody-
namic and electrophysiologicalmeasurements are fundamentally different
in nature, it is not immediately clear how they should be combined. That
is, due to their differences in spatial and temporal resolution, it is often im-
possible to simply compare them for a given experimental paradigm (cf.
Lau et al., 2008).

A more promising strategy is to start with electrophysiology (EEG,
MEG), identify and categorize the processes assumed to be reflected in
different event-related measurements (Event-Related brain Potentials or
ERPs, Event-Related magnetic Fields or ERFs), and then try to find candi-
date cortical areas or neurocognitive networks that could host them. The
success of this ‘alignment’ approach, however, critically depends on the
interpretation of ERP/ERF components, and in the literature there is no
broad agreement on these interpretations. Take as an example two recent
models that have been proposed on the basis of this ‘process-alignment
strategy’ (Baggio and Hagoort, 2011; Friederici, 2011). These models dis-
agree on their interpretation of language-related ERP components, and
also on where in the brain certain processes are carried out. Baggio and
Hagoort (2011), for instance, postulate a complex cortical circuit for word-
processing, which they argue is responsible for generating the N400 com-
ponent (a negative deflection in the ERPwaveformwhich ismaximal about
400 ms post-onset). In their model, the N400 is taken to reflect both se-
mantic integration, which they argue takes place in the frontal lobe, and
the retrieval of word meaning from memory (combined retrieval and in-
tegration view), which is carried out in the temporal lobe. Baggio and
Hagoort make no claims about the processes reflected in the P600 com-
ponent (a positive deflection in the ERP which is maximal about 600 ms
post-onset). Friederici (2011), by contrast, proposes an extensive language
comprehension model in which the processes underlying both the N400
component and the P600 component are linked to specific cortical areas.
Friederici claims that the N400 component reflects the creation of seman-
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tic relations between words or phrases (semantic integration—and criti-
cally: no retrieval), and argues that these processes take place in middle
and posterior parts of the temporal cortex. The P600 component, in turn,
is assumed to reflect the integration of syntactic and semantic information
in the Temporo-Parietal Junction or TPJ (see Friederici, 2011, Figure 11).

The interpretation of ERP components and effects thus seems to pose
a serious problem, as there is as yet no broad agreement in the language
processing literature on what these components mean. This could make
the process-alignment strategy a hazardous enterprise, leading to a pro-
liferation of incompatible models. However, we will argue for a research
strategy in which one starts from the simplest account of ERP/ERF effects
and components, while keeping empirical coverage constant. In a recent
paper, Brouwer et al. (2012) present a highly parsimonious account of the
twomost salient ERP components for language comprehension—the N400
and the P600. They show that their Retrieval-Integration account is able to
explain a wide spectrum of electrophysiological data on language process-
ing. We will give a brief overview of the Retrieval-Integration account and
then apply the process-alignment strategy to derive aminimal neurocogni-
tive network of language comprehension that can implement this account.
We focus on the epicenters (Mesulam, 1990, 1998) or hubs (Buckner et al.,
2009) of this network that serve to integrate or bind together information
from various sub-networks (see also the idea of convergence zonesDamasio,
1989). The resulting electrophysiological-anatomic mapping can serve as
the starting point for a more elaborate coupling of brain anatomy and elec-
trophysiology. That is, we believe that our proposed mapping forms the
core of the comprehension system, which can be extended to account for
other language-related ERP components—such as the Early Left Anterior
Negativity (ELAN; see Steinhauer and Drury, 2011, for a discussion), the
Left AnteriorNegativity (LAN; see Kutas et al., 2006), and for instance, sus-
tained negativities like the Nref-effect (van Berkum et al., 2007, see Hoeks
and Brouwer, 2014, for a recent account of the Nref as a component)—
oncewe knowwhat processes underlie these components, aswell aswhere
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these processes are carried out in the brain. Hence, our mapping provides
a first step towards such an elaborate neurocognitive model of language
comprehension.

4.2 The Retrieval-Integration Account

An ERP is the summation of the post-synaptic potentials of large ensem-
bles (in the order of thousands or millions) of neurons synchronized to an
event. When measured from the scalp, continuous ERP signals manifest
themselves as voltage fluctuations that can be divided into components.
A component is taken to reflect the neural activity underlying a specific
computational operation carried out in a given neuroanatomical module
(Luck, 2005; Näätänen and Picton, 1987). Components vary in polarity,
amplitude, latency, duration, and scalp distribution, suggesting that differ-
ent components reflect distinct functional processes, carried out in distinct
cortical regions. The twomost salient ERP components for the study of lan-
guage comprehension are the N400 and the P600. The N400 component is
a negative deflection in the ERP signal that starts around 200-300ms post-
word onset, and peaks at about 400ms. This component has been taken
to index semantic integration processes (Brown and Hagoort, 1993; Chwilla
et al., 1995; Hagoort and van Berkum, 2007; Hagoort et al., 2009); words
that are semantically incongruent given their preceding context (e.g., socks
in “He spread his warm bread with socks”) produce an increase in N400
amplitude relative to congruent words (e.g., butter in “He spread his warm
bread with butter”; Kutas and Hillyard, 1980), presumably reflecting that
they are more difficult to integrate with their prior context. The P600 com-
ponent, in turn, is a positive deflection in the signal that starts, on average,
around 500ms post-word onset, and reaches its maximum around 600ms.
This component was originally considered to be an index of syntactic re-
analysis or repair. Its amplitude has, for instance, been found to increase
in response to words that induce a syntactic violation (e.g., throw in “The
spoilt child throw ...”) relative to control words (e.g., throws; Hagoort et al.,
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1993). This increased amplitude is taken to reflect the processes involved in
repairing the agreement error between the critical verb and its argument.
For some time, there appeared to be a clear, one-to-one mapping between
the N400 and semantic integration (combinatorial semantic processing),
and the P600 and syntactic processing. This mapping forms the core of
many neurocognitive models of sentence comprehension (e.g., Friederici,
2002, 2011; Hagoort, 2005; Hagoort et al., 2009, among others). However,
in a review of the “Semantic Illusion” phenomenon in sentence processing,
Brouwer et al. (2012) have recently shown that an increasing number of ex-
perimental findings cannot be explained when adhering to this mapping.

The label “Semantic Illusion” (or “Semantic P600”) is used to refer to a
finding in the ERP literature, in which a semantically anomalous sentence
does not give rise to an expected increase in N400 amplitude, but rather
to one in P600 amplitude (Kolk et al., 2003; Kuperberg et al., 2003; Hoeks
et al., 2004). Hoeks et al. (2004), for instance, observed a P600-effect, and
noN400-effect, in response to Dutch sentences in which two plausible verb
arguments appeared in a semantically anomalous order, as in “De speer
heeft de atleten geworpen” (lit: The javelin has the athletes thrown) relative
to “De speer werd door de atleten geworpen” (lit: The javelin was by the
athletes thrown). The absence of an N400-effect is puzzling. The critical
verb thrown should bemore difficult to integrate into the prior context “The
javelin has the athletes [...]”, as the resulting interpretation of the sentence
is in conflict with our knowledge about the world (athletes throw javelins,
and not the other way around).

Brouwer et al. (2012) review five models that have been proposed to
account for this absence of an N400-effect (taken as absence of semantic
integration difficulty), and conclude that none of these models is able to
account for the relevant data. They attribute this failure to the assump-
tion that is common to all five models, namely that the N400 component
indexes some form of semantic integration or semantic combinatorial pro-
cessing. Based on recent evidence, Brouwer et al. (2012) argue that the
N400 rather reflects a non-combinatorial (or non-compositional) memory re-
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trieval process (see Federmeier and Laszlo, 2009; Kutas and Federmeier,
2000, 2011; van Berkum, 2009, for overviews). On the memory retrieval view
of the N400 component, N400 amplitude reflects the ease with which the
conceptual information associated with a stimulus can be retrieved from
long-term memory. In the case of language comprehension, relevant stim-
uli are typically words, and in this case we refer to memory retrieval as
lexical retrieval. When dealing with non-linguistic stimuli, however, like
an image or a sound, memory retrieval is referred to as semantic retrieval.
Memory retrieval, lexical retrieval, and semantic retrieval amount to the
same thing, and in the remainder of this chapter we will use these terms
interchangeably to refer to the retrieval of the conceptual knowledge asso-
ciatedwith a stimulus (in our case aword) from long-termmemory. Ease of
retrieval is, among other things, determined by the retrieval cues present in
a word’s prior context. Retrieval is facilitated if the conceptual knowledge
associatedwith an incomingword is consistentwith the conceptual knowl-
edge already activated by the preceding context, and, conversely, retrieval
is not facilitated when the features of this word are not activated by the
context. For Semantic Illusion sentences such as “De speer heeft de atleten
geworpen” (lit: The javelin has the athletes thrown), the ease with which
the lexical features of the critical verb–e.g., thrown–can be retrieved from
memory depends on conceptual cues in its prior context–e.g., javelin and
athletes–as well as cues from scenario-based world knowledge–e.g., javelins
are usually thrown by athletes. These retrieval cues should be very simi-
lar for the critical verb in the corresponding control sentences, e.g., “De
speer werd door de atleten geworpen” (lit: The javelin was by the athletes
thrown). The lexical features of the critical verb–e.g., thrown–should thus
be equally easy to retrieve in the critical and the control sentences, yielding
no difference in N400 amplitude, and hence no N400-effect. This provides
a parsimonious explanation for the absence of an N400-effect in Seman-
tic Illusion sentences, but also raises an important question: If the N400
component does not reflect integration–or combinatorial/compositional–
processing, then how andwhen does integration of information frommul-
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tiple sources (e.g., the meaning of the current word with its prior context)
take place? As semantic integration (i.e., the creation of a semantic rep-
resentation of the language input) is without doubt the central task of the
language comprehension system, it would be very unlikely that it does not
show up in ERPs. Brouwer et al. (2012) hypothesized that these integrative
processes are reflected in P600 amplitude. Under this hypothesis, the P600
component is assumed to be a family of (late) positivities that reflect the ef-
fort involved in the word-by-word construction, reorganization, or updat-
ing of a ‘mental representation of what is being communicated’ (MRC for
short). MRC composition requires little effort if the existing representation
can be straightforwardly augmented to incorporate the information con-
tributed by the incoming word. It is effortful, on the other hand, when the
existing representation needs to be reorganized, supplemented with, for
instance, a novel discourse referent, or when the resulting representation
does notmake sense in light of our knowledge about theworld. This last as-
pect explains the presence of a P600-effect in response to Semantic Illusion
sentences like “De speer heeft de atleten geworpen” (lit: The javelin has
the athletes thrown) relative to its control “De speer werd door de atleten
geworpen” (lit: The javelin was by the athletes thrown). Integration of the
critical word leads to a representation that does not make sense in light of
what we know about the world (javelins are inanimate and cannot throw
athletes), and raises the question of what the speaker meant to communi-
cate with this sentence. Did we perhaps misunderstand the speaker, and
did the athletes throw the javelin after all? Are we dealing with non-literal
language use, as is the case in irony (cf. Regel et al., 2011; Spotorno et al.,
2013)? Or did the speaker really mean that some animated javelin was
throwing athletes? Hence, in order for the resulting interpretation to be
meaningful, we need to recover what the speaker meant to communicate.
These recovery processes lead to an increase in P600 amplitude, and hence
a P600-effect relative to control. Importantly, our MRC hypothesis of the
P600 component predicts that P600 amplitude is sensitive to combinatorial
semantic processing in general, and not only to semantic anomaly. This is
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consistent with evidence from recent studies investigating the incremental
processing of atypical, but non-anomalous sentences (e.g., Urbach and Ku-
tas, 2010; Molinaro et al., 2012). These studies report frontally distributed
late positive effects for semantically atypical versus typical sentences. Of
particular interest are the results ofMolinaro et al. (2012), who investigated
the processing of different degrees of (a)typicality, and found a significant
inverse correlation between P600 amplitude and the “naturality” (the de-
gree towhich speakerswould produce a given expression) of stimulus sen-
tences, which is clearly consistent with our MRC hypothesis; the less natu-
ral an utterance, the more effort it takes to make sense of it, and the higher
P600 amplitude.

The views on the N400 and the P600 that were described above
are combined in the Retrieval-Integration (RI) account (Brouwer et al.,
2012). Under this account, language comprehension proceeds in biphasic
N400/P600 cycles, brought about by the retrieval and subsequent integra-
tion of the information associated with each incoming word. Every word
thus modulates N400 amplitude, reflecting the ease with which its lexical
information can be retrieved, as well as P600 amplitude, reflecting the ef-
fort involved in integrating a word’s meaning with a representation of its
prior context. The result of this N400/P600 cycle is an updated represen-
tation of what is being communicated in the unfolding discourse thus far,
which will itself provide a context for a next word. We expect Retrieval-
Integration cycles to be most pronounced for open-class words, as these
carry more meaning than closed-class words. However, we also predict
closed-class words to modulate N400 and P600 amplitude (see van Petten
and Kutas, 1991; King and Kutas, 1995; DeLong et al., 2005; Hoeks and
Brouwer, 2014).

4.3 Connecting Electrophysiology and Anatomy

Retrieval-Integration cycles provide a general and parsimonious account
of the elicitation patterns of the N400 and the P600. This sheds light on the
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how and the when of comprehension, but not on the where. In the second
part of this chapter, we propose a mapping of the RI account onto a min-
imal anatomical network. Our approach follows the ‘process-alignment
strategy’; we seek to identify the most parsimonious cortical network that
can host the RI-account, while remaining consistent with the extant collec-
tion of neuroimaging and lesion studies on language comprehension.

4.3.1 A List of Requirements

Based on the assumption that language processing involves continuous
Retrieval-Integration cycles, we can specify a list of anatomical ‘building
blocks’ that are minimally required to host the RI account in a cortical net-
work. However, before we start with this list, we should define the granu-
larity of the elements to look for. As argued in the introduction, we know
that language is not rooted in a single cortical area, but rather in a net-
work of interconnected regions. This is in line with a paradigmatic shift
in cognitive neuroscience, in which researchers move from localization-
ist theories of cognition, towards large-scale, distributed brain networks,
called neurocognitive networks (see Bressler and Menon, 2010; Meehan and
Bressler, 2012, for overviews). The large-scale nature of these neurocog-
nitive networks significantly increases the difficulty of connecting electro-
physiology and anatomy. The extent of the language network can, how-
ever, still be manageable if we focus on its anatomical and computational
epicenters (Mesulam, 1990, 1998) or hubs (Buckner et al., 2009). These epi-
centers/hubs are nodes in the network that serve to integrate information
from various sub-networks, and are therefore critical gateways for infor-
mation processing (cf. Buckner et al., 2009). On the basis of such epicen-
ters, we can postulate the following list of requirements in order to create
a basic anatomical circuit for language comprehension; we will minimally
need two epicenters, and two kinds of pathways connecting them:

1. An epicenter that mediates lexical retrieval (∼N400); This cortical
region (or network node) should host or mediate the mapping of
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word forms to conceptual representations. Conceptual representa-
tions aremost likely stored in a distributedmanner across the associ-
ation cortices (cf. Elman, 2004, 2009; Pulvermüller, 1999, 2001; Rogers
andMcClelland, 2004). As such, the full range of activity reflected in
N400 amplitude will include the activation of conceptual features in
the association cortices, which make up a word’s conceptual repre-
sentation. However, the focus of activity underlying the N400 com-
ponent is presumed to lie in the retrieval epicenter, which serves to
‘retrieve’ and ‘tie together’ these conceptual representations of in-
coming lexical items, so they become available for later synthesis.

2. An epicenter that mediates mental representation composition
(∼P600); This cortical region should host or mediate the integration
of the lexical information (retrieved via the retrieval epicenter that
was described above) with the existing mental representation of pre-
vious input, resulting in a mental representation of what is commu-
nicated in the discourse thus far. This specific integration epicenter
thus hosts or mediates the combinatorial/compositional processes
involved inmeaning construction, and is assumed to initiate the gen-
eration of the P600 component. Again, this area serves as an epicen-
ter, and the full range of activity reflected in P600 amplitude may
include activity from other areas as well.

3. Awhite matter tract containing fibers that connect region (1) to (2);
This (bottom-up) pathway serves to connect aword’s conceptual rep-
resentation, as retrieved in region (1), to region (2) for integration
with a representation of its prior context.

4. Awhite matter tract containing fibers that connect region (2) to (1).
This (top-down) pathway connects the newly formed representation
that is active via region (2) to (1), thereby providing a context for the
retrieval of a next word’s meaning. Theoretically, the function of this
pathway could be subserved by the white matter tract described in
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(3) if it were bi-directional, containing fibers that connect (1) to (2),
and vice versa.

Provided this list of anatomical requirements, we can try and identify
candidate epicenters and white matter tracts. On the basis of several large-
scale reviews on the cortical organization of the comprehension system
(e.g. Bookheimer, 2002; Dronkers et al., 2004; Turken and Dronkers, 2011;
Friederici, 2002, 2011; Hickok and Poeppel, 2004, 2007; Vigneau et al., 2006;
Shalom and Poeppel, 2008; Lau et al., 2008), we want to propose two can-
didate epicenters: the left posterior part of the Middle Temporal Gyrus
(lpMTG; BA 21) as retrieval epicenter (1), and the left Inferior Frontal Gyrus
(lIFG; BA 44/45/47) as integration epicenter (2).

4.3.2 A Hub for Lexical Retrieval

Evidence from neuroimaging as well as from lesion studies points towards
the lpMTG as an epicenter for lexical retrieval (Cabeza and Nyberg, 2000;
Bookheimer, 2002; Dronkers et al., 2004; Lau et al., 2008; Binder et al., 2009;
Price, 2010; Turken andDronkers, 2011). Dronkers et al. (2004), for instance,
found that aphasics with lesions in the lpMTG suffered from difficulties
in word-level comprehension. They argue that this might be the case be-
cause the mapping between word-form and conceptual knowledge (=lex-
ical retrieval) is lost in this patient group. Findings from neuroimaging
studies are consistent with this hypothesis. Cabeza and Nyberg (2000), for
instance, found in a review of functional PET and fMRI studies that both
spoken andwritten word recognition consistently activates the lpMTG, in-
dependently of whether words were presented in isolation or as part of
a sentence. In addition, Lau et al. (2008) conducted a large-scale review
of neuroimaging research on lexical semantic priming and reported that
studies consistently found effects in the MTG. More specifically, they con-
cluded that theMTGwas the only region showing effects of semantic prim-
ing at both short and long (>600ms) Stimulus Onset Asynchronies (SOAs),
which supports the view that the MTG is the generator site of the N400
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component. Further evidence for the lpMTG as an epicenter for retrieval
comes fromMEG studies that investigated themagnetic field equivalent of
the N400—the N400m—and used source modeling techniques to localize
its generator site. These studies have consistently identified the lpMTG to
be involved in the generation of the N400-effect (e.g., Halgren et al., 2002,
see Lau et al., 2008, p. 927, for a brief overview). Finally, recent work using
connectivity analysis by Turken and Dronkers (2011) provides an impor-
tant indication for the role of the lpMTG in a network for lexical retrieval.
They found that the lpMTG showed a particularly rich connectivity pattern
to areas in the frontal, parietal, and temporal cortices of both hemispheres
(see Binder et al., 2009; Buckner et al., 2009; Koyama et al., 2010, for simi-
lar findings), which is consistent with the idea that the posteriorMTG is an
epicenter that serves to “retrieve” and “tie together” conceptual knowledge
that is represented in a distributed manner across the association cortices.

4.3.3 A Hub for Mental Representation Composition

It has long been known that the lIFG plays a crucial role in sentence
comprehension, but it is still disputed what this role precisely entails
(see Grodzinsky and Santi, 2008; Rogalsky and Hickok, 2011, for recent
overviews). For instance, Rogalsky and Hickok (2011) point out that a
substantial part of the lIFG, Broca’s Area (BA44/BA45), has been hypoth-
esized to support syntactic movement (Grodzinsky and Santi, 2008), hier-
archical processing and phrase structure building (Friederici, 2009), order-
related linearization processes (Bornkessel-Schlesewsky et al., 2009), work-
ing memory (Buchsbaum et al., 2005; Buchsbaum and D’Esposito, 2008),
cognitive control (Novick et al., 2005), semantic unification (Hagoort, 2005),
and thematic role checking and reanalysis (Caplan et al., 2008a,b). Others
have stressed the role of the lIFG in the control of memory (Badre and
Wagner, 2007). These hypotheses are diverse, and some even appear to be
outright incompatible. However, wewould like to suggest that it is not nec-
essary to choose between these hypotheses, because the lIFG subserves—to
a certain degree—all of the hypothesized processes (see Seghier, 2013, for
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a similar multi-functional approach towards defining the function of the
Angular Gyrus, AG). That is, we propose that the lIFG is host to, or me-
diator of various types of processing involved in creating and maintain-
ing a mental representation of what is communicated. The word-by-word
construction, reorganization, or updating of this mental representation in-
volves the accommodation of newdiscourse entities, establishing a relation
between entities and assigning them a thematic role, revising already es-
tablished relations, revising already established thematic roles, resolving
conflicts between information sources (e.g., with respect to world knowl-
edge), and so on (see Brouwer et al., 2012, p. 138). This list subsumes the
processes listed byRogalsky andHickok (2011), and includes syntactic pro-
cesses, as well as (working) memory related processes, semantic processes,
and control processes. However, our hypothesis is different from the one
recently put forward by Bornkessel-Schlesewsky and Schlesewsky (2013),
who argue that the lIFG does not sub-serve any linguistic processing at
all. On their account, the lIFG only sub-serves cognitive control functions.
We find it difficult to reconcile a cognitive control-only account of the lIFG
with evidence that implies it in combinatorial semantic processing (see the
evidence reviewed in Hagoort et al., 2009, for instance).

It is possible that different sub-processes of MRC construction are me-
diated by or carried out in different, potentially overlapping subparts of
the lIFG. Hagoort (2005), for instance, assumes the pars triangularis (BA
45) and the pars orbitalis (BA 47) to be involved in semantic processing,
and again BA 45 and the pars opercularis (BA 44) in syntactic processing.
Friederici (2009), in turn, suggests that BA 44 supports ‘simple’ hierarchical
structure processing, and that the frontal operculum (located between the
anterior insula and lateral opercular part of the IFG, cf. Anwander et al.,
2007) is involved in more complex local phrase structure building. Else-
where, Friederici (2011) also argued for such a functional parcellation of
the lIFG, and pointed out that debates on the specific role of BA 44 and BA
45 could be resolved on the basis of further subdivision by the type of neu-
rotransmitter receptors found in these areas; BA 44 can be subdivided into
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a dorsal (BA 44d) and ventral (BA 44v) part, and BA 45 in a more anterior
(BA 45a) and more posterior part (BA 45p). Provided this more granular
subdivision, conflicting functions allocated to, for instance, BA 44, could
actually coexist when one is allocated to BA 44d and the other to BA 44v.
Consistent with this idea, recent studies into the organization of the lIFG
have revealed a rather complex neuroarchitectural parcellation of the area
and its adjacent regions (e.g., Amunts et al., 2010; Amunts andZilles, 2012).
This anatomical parcellation may underlie a fine-grained functional topol-
ogy within the lIFG. It has been suggested that such a functional topology
may be organized in a systematic manner. Hagoort (2005), for instance,
suggests that the lIFG is organized in an anterior-ventral to posterior-dorsal
gradient, in which semantic processing is subserved in BA 47 and BA 45,
syntactic processing in BA 45 and BA 44, and prosodic processing in BA
44 and partially in BA 6. In their two-process model of memory control,
Badre and Wagner (2007) also postulate an anterior-ventral to posterior-
dorsal gradient underlying lIFG organization, linking BA 47 to controlled
access to stored conceptual representations, and BA 45 to domain-general
post-retrieval selection processes. Although it remains to be seen if and
how well this gradient unifies with the one proposed by Hagoort (2005),
for instance through subdivision of the overlapping Brodmann areas, they
both underline the idea of a systematic, functional organization of the lIFG.

To arrive at a more fine-grained functional topology of the lIFG, a more
focused and systematic investigation of its subdivision is required. Linking
the P600 component to the lIFG opens up a new domain of study, where
characteristically different types of P600s (in terms of scalp distribution,
amplitude, onset, duration, etc.) can be mapped onto different parcels of
the lIFG. Such an endeavor will increase both our understanding of the
functional topology of the lIFG, as well as our understanding of the differ-
ent processes underlying the P600 component. A starting point for such
an investigation could be the aforementioned anterior-ventral to posterior-
dorsal gradient proposed by Hagoort (2005). If this organizational gradi-
ent is correct, wewould expect more semantically involvedMRC processes
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to lead to increased activity in BA 47 and BA 45, whereas more structurally
involved processes should lead to increased activity in BA 45 and BA 44.
Moreover, these different types of processing should be apparent in char-
acteristically distinct P600 modulations.

It has proven difficult to localize the neural generators of the P600 com-
ponent (Friederici, 2011). Attempts at reconstructing these generators us-
ing source localization have identified the middle temporal gyrus and the
posterior part of the temporal lobe as generator sites for the P600 (Kwon
et al., 2005; Service et al., 2007), which is inconsistent with our hypothesis.
However, a number of studies using fMRI have linked the P600 to the lIFG
(see van de Meerendonk et al., 2011, for a discussion). Preliminary results
from an fMRI study done in our lab are consistent with these findings, and
show that the “Semantic Illusion” sentences that produced a P600 effect
in the Hoeks et al. (2004) study, also induced increased activity in the pars
orbitalis (BA 47) of the lIFG. This correlation between activation in the lIFG
and P600 amplitude supports our hypothesis that the P600 is generated in
the lIFG. In the discussion, we derive several predictions that can be used
to confirm or validate our hypothesis.

4.3.4 Connecting the Two Hubs

Once the lexical knowledge associated with an incoming word is retrieved
by the lpMTG, it needs to be connected to the lIFG for integration. This
requires a white matter pathway from the temporal to the frontal lobe.
The lIFG then integrates the meaning of the incoming word with a rep-
resentation of its prior context into a representation of what is being com-
municated. Importantly, the updated mental representation subsequently
serves as a context for the retrieval of the next word’s meaning, requiring
a white matter pathway back, from the frontal to the temporal lobe.

Traditional anatomical models of language assumed that the major
whitematter pathway connecting the temporal cortex to the IFGwas the ar-
cuate fasciculus. Recent tractography studies using Diffusion Tensor Imag-
ing (DTI), however, have led to the identification of a more extensive struc-
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tural connectivity pattern between these two areas (see Catani et al., 2005;
Saur et al., 2008; Makris and Pandya, 2009; Turken and Dronkers, 2011,
among others). The general view that emerges from these studies is that
the inferior frontal cortex and the temporal cortex, are wired together by
means of a dorsal and a ventral pathway that can each be subdivided into
two sub-pathways. The first dorsal pathway connects the posterior parts
of the MTG (and the STG; BA 22) to the pars opercularis (BA 44) via the
arcuate fasciculus and the superior longitudinal fasciculus. The second dorsal
pathway connects the posterior STG via the same fiber tracts to the pre-
motor cortex. As for the ventral pathways, one connects the MTG (and the
STG) to the pars triangularis (BA 45) via the extreme fiber capsule system, and
the other connects the anterior part of the STG to the frontal operculum via
the uncinate fasciculus (the anterior and posterior parts of the temporal lobe
are itself connected through the inferior andmedial longitudinal fasiculi). Un-
fortunately, DTI does not allow us to determine the directionality of white
matter pathways (see Friederici, 2011). Nonetheless, three out of the four
fiber tracts that we have just described connect the temporal cortex to the
inferior frontal cortex (one dorsal pathway connects the STG to the pre-
motor cortex), which provides us with three candidate pathways for our
network.

The functional role of these different pathways is, however, still a mat-
ter of debate (Hickok and Poeppel, 2004, 2007; Saur et al., 2008; Friederici,
2009, 2011, 2012; Baggio and Hagoort, 2011; Tyler et al., 2011; Weiller et al.,
2009; Bornkessel-Schlesewsky and Schlesewsky, 2013). Hickok and Poep-
pel (2007), for instance, assume in their dual stream model of speech pro-
cessing that the dorsal pathway maps acoustic speech signals onto ar-
ticulatory networks in the frontal lobe, whereas the ventral stream sub-
serves speech comprehension. Friederici (2012), on the other hand, at-
tributes different functions to the sub-pathways of the dorsal and ven-
tral fiber tracts, suggesting that whereas the dorsal sub-pathway connect-
ing the temporal lobe to the premotor cortex might indeed be involved
in mapping acoustic speech signals to articulatory networks (in line with
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Hickok and Poeppel, 2007; Saur et al., 2008), the dorsal sub-pathway con-
necting the temporal lobe to the pars opercularis (BA 44) is likely to be in-
volved in the processing of syntactically complex sentences and the deliv-
ery of top-down predictions to the temporal lobe. As for the ventral path-
ways, Friederici assumes the sub-pathway connecting the temporal lobe
to the pars triangularis (BA 45) to be involved in the transfer of semantic
information from temporal to frontal regions, and the sub-pathway con-
necting the STG to the frontal operculum in syntactic information trans-
fer. Bornkessel-Schlesewsky and Schlesewsky (2013) have recently chal-
lenged the accounts by Hickok and Poeppel (2007) and Friederici (2012),
and put forward a new ventral-dorsal framework for comprehension, in
which the dorsal stream engages in time-dependent combinatory process-
ing, including syntactic structure building, whereas the ventral stream
sub-serves “time-independent identification and unification of conceptual
[actor-event (AE)] schemata” (Bornkessel-Schlesewsky and Schlesewsky,
2013, p. 67). This framework is attractive as the authors show that it
solves several puzzles regarding the requirement for a dorsal stream in the
ventral-dorsal stream literature. However, the role attributed to the ventral
stream seems to be a direct instantiation of the “plausibility processing”-
stream of the extended Argument Dependency Model (Bornkessel and
Schlesewsky, 2006; Bornkessel-Schlesewsky and Schlesewsky, 2008), the
existence of which has been challenged in the literature (Stroud, 2009;
Stroud and Phillips, 2011; Brouwer et al., 2012). Moreover, a core assump-
tion of this framework is that the role of the lIFG is restricted to cognitive
control, which is problematic for reasons discussed above. Hence, the va-
lidity of this new framework remains open for close scrutiny.

Given the lack of consensus on the functional role of the dorsal and
ventral pathways, it is at present difficult to decide which pathway sup-
ports the connection of information retrieved in the lpMTG to the lIFG for
integration, and which serves to provide a context for retrieval. On a spec-
ulative note, there seems to be at least some agreement on the involvement
of the ventral pathway in form to meaning mapping (Hickok and Poep-
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pel, 2007; Friederici, 2012; Bornkessel-Schlesewsky and Schlesewsky, 2013),
which supports the idea that this pathway may sub-serve the connection
of information retrieved in the lpMTG to the lIFG. As for the dorsal route,
Friederici’s suggestion that one of the dorsal sub-pathways is, among other
things, involved in delivering top-down predictions from the frontal to the
temporal lobe, is consistent with the idea that the dorsal route is involved
in providing a context for retrieval. However, it remains to be seen how
this could be reconciled with the proposals put forward by, for instance,
Hickok and Poeppel (2007) and Bornkessel-Schlesewsky and Schlesewsky
(2013).

In summary, the specific roles of the ventral and dorsal pathways in
Retrieval-Integration cycles are as of yet unclear, but their presence does in-
dicate that there is white matter connectivity between the temporal cortex
and the inferior frontal cortex that could implement the required circuitry.

4.3.5 A Functional-Anatomical Processing Cycle

Putting the parts together, we can implement the Retrieval-Integration ac-
count in a cortical network, and walk through a typical processing cycle.
Depending on whether the linguistic input is spoken or written, an incom-
ing word reaches the lpMTG from respectively the auditory or the visual
cortex. The lpMTG then acts as an epicenter for the retrieval of the lexical
information associated with this word from the association cortices, where
it is supposed to be stored in a distributed manner. The onset of this re-
trieval process corresponds to the onset of the N400 component, and ease
with which semantic information can be retrieved corresponds to N400
amplitude. Via one of the candidate white matter tracts, the retrieved lex-
ical information is then connected to the lIFG, where it will be integrated
with a representation of the prior context into a representation of what
is being communicated. The extent of work required to construct this up-
dated representation corresponds to P600 amplitude. Finally, the represen-
tation constructed in the lIFG is fed back to the lpMTG via a white matter
pathway resulting in the pre-activation of syntactic and semantic features
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IFG
(~P600)

pMTG
(~N400)

vp

dp
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Figure 4.1|Schematic illustration of a Retrieval-Integration cycle in the left hemi-
sphere. Words reach the posterior Middle Temporal Gyrus (pMTG) via the audi-
tory cortex (ac) or the visual cortex (vc), depending on whether the linguistic input
is spoken or written. The pMTG retrieves the lexical information associated with
a word from the association cortices (generating the N400). The retrieved infor-
mation is then connected to the Inferior Frontal Gyrus (IFG) via one of the white
matter tracts in either the dorsal pathway (dp) or the ventral pathway (vp). The
IFG integrates this information with a representation of the prior context into an
updated representation of what is being communicated (generating the P600). Fi-
nally, the representation constructed in the IFG feeds back to the pMTG via white
matter tracts in the dorsal or ventral pathway, causing pre-activation of lexical
features of possible upcoming words.
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of possible upcomingwords. This Retrieval-Integration cycle is repeated as
soon as a new word comes in. Figure 4.1 provides a schematic illustration
of a typical Retrieval-Integration cycle.

Our functional-anatomical mapping of the Retrieval-Integration ac-
count predicts that each incoming word will first evoke activation in the
lpMTG (retrieval) and subsequently in the lIFG (integration). A recent
study using Event-Related Optical Signal (EROS) supports precisely this
prediction (Tse et al., 2007); EROS responses to semantic and syntactic
anomalies both showed sequences of increased activity in the lpTMG fol-
lowed by activity in lIFG.

4.4 Discussion

Wehave proposed a new functional-anatomicalmapping of theN400 com-
ponent and the P600 component onto a minimal cortical network for lan-
guage comprehension. In this mapping, the lpMTG (lexical retrieval)
and lIFG (semantic integration) play a central role. Our mapping dif-
fers from earlier proposals by Friederici (2011) and Baggio and Hagoort
(2011), which we have discussed in the introduction. We take the N400
component to index non-combinatory lexical retrieval processes mediated
by the posterior temporal cortex, and the amplitude of the P600 to reflect
the integration of the retrieved lexical information with a representation
of prior context, which is hypothesized to take place in (or to be medi-
ated by) the left inferior frontal regions. The account provided by Bag-
gio and Hagoort (2011) is limited to the N400, which they assume to have
generators both in the temporal lobe (reflecting the retrieval of lexical in-
formation), and in the frontal cortex (reflecting the construction of multi-
word units). Ourmapping also differs from the one proposed by Friederici
(2011). Whereas Friederici (2011) assumes that the processes underlying
the N400 are carried out in the temporal cortex (which is consistent with
our view), she assumes these processes to involve combinatorial semantic
processing (which contrasts with our non-combinatorial, retrieval view).
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Friederici (2011) is less specific about the P600, as she argues that “[a]t the
linguistic level, the difficulty of integrating syntactic and semantic infor-
mation and the need for reanalysis is reflected in a P600”, and that “[t]he
difficulty of mapping linguistic information onto world knowledge also
appears to elicit a P600 effect” (Friederici, 2011, p. 1383). Nonetheless,
Friederici assumes these processes to be subserved by one particular area
called the Temporo-Parietal Junction or TPJ (see Friederici, 2011, Figure 11),
which clearly contrasts with our hypothesis that the P600 is generated in
the lIFG.

4.4.1 The Role of Other (Sub-)cortical Areas

The mapping that we propose constitutes what we believe to be the core of
the language comprehension system. This is not to say, however, that we
believe the comprehension system to be limited to the lpMTG and the lIFG.
We merely think that these areas are ‘epicenters’ that form the absolute core
of the comprehension network. Other cortical as well as sub-cortical areas
are likely to also be important, but for most of them the role they play in
language processing is still rather unclear. Moreover, even if we do have a
clear idea of the processes sub-served by these areas, the coupling between
electrophysiology and anatomy that we seek to arrive at requires us to also
identify in which ERP component(s) these processes are reflected.

4.4.1.1 Right hemisphere

One cortical area under discussion, for instance, is the Right Hemisphere.
Friederici (2011) assumes that the Right Hemisphere is mainly host to
prosodic processes, whereas Vigneau et al. (2011) argue against this, and
conclude that at least the frontal part of the right hemisphere appears
to be invoked whenever additional processing resources are required
(e.g., when material in working memory needs to be manipulated). If
Friederici’s account is correct, activity in the right hemisphere might for
instance contribute to late positivities that resemble the Closure Positive
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Shift (CPS; Steinhauer et al., 1999), which we argued is a likely member of
the P600-family (Brouwer et al., 2012). On the other hand, if Vigneau et al.
are right, processing in the right hemisphere might contribute to positivi-
ties that reflect substantial MRC revision. Further research into the role of
the Right Hemisphere, especially the lpMTG and the lIFG homologue ar-
eas, is required to help us to decide between these hypotheses, and extend
our mapping accordingly.

4.4.1.2 Anterior Temporal Lobe (ATL)

Another cortical region that has recently received a vast amount of inter-
est is the Anterior Temporal Lobe (ATL), the role of which is also much
debated (see Bi et al., 2011; Tsapkini et al., 2011, for recent overviews). Bi
et al. (2011) point out that there are at least two classes of hypotheses about
the role of the ATL. On the one hand, the ATL is assumed to be a bind-
ing site for semantic properties (e.g., Rogers et al., 2004, 2006), supporting
the view that it sub-serves the role of a “semantic hub” (Patterson et al.,
2007)—however, see Binder and Desai (2011) for recent arguments against
this interpretation. On the other hand, the ATL is assumed to be important
for lexical retrieval (e.g, Damasio et al., 1996, 2004). On both of these ac-
counts, activity in the ATL might contribute to the N400 component. Lau
et al. (2008), however, argue that the ATL is more likely to support syn-
tactic or thematic combinatorial processing. On this view, activity in the
ATL rather contributes to the P600 component. Again, further research is
required to help us to decide between these hypotheses and extend our
present mapping as necessary.

4.4.1.3 Angular Gyrus (AG)

Similarly, the Angular Gyrus (AG; BA39), a posterior part of the inferior
parietal lobule, is also consistently implicated in language processing. In
a recent review on AG function, for instance, Seghier (2013) discusses evi-
dence for the AG’s involvement in semantic processing and in word read-
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ing and comprehension, but also in number processing, attention and
spatial recognition, memory retrieval, conflict resolution, and theory-of-
mind/social cognition. In an attempt to unify these findings, Seghier ar-
gues that the AG is best defined as a cross-modal integrative hub that en-
gages in event categorization, semantic access, retrieval of facts, and guid-
ance of attention toward relevant information (see also Lau et al., 2008).
If this view is correct, the question raises if and how the role of this hub
in the parietal lobe is functionally distinct and/or complementary to the
retrieval hub in the lpMTG. Interestingly, a potential answer to this ques-
tion might be found in an hypothesis put forward by Binder and Desai
(2011), who suggest that whereas the lpMTG hub might be more involved
in the retrieval of conceptual representations of concrete entities, the AG
hub may be geared more towards the retrieval of conceptual representa-
tions of events, which involve spatial and temporal interactions between
entities. They exemplify this bymeans of the concept “birthday party”, the
understanding ofwhich requires the retrieval of a configuration of concrete
entities, such as friends, cake, candles, and gifts, as well as the retrieval of
a series of events that unfold in time and space, such as the lighting of the
candles on the cake, and the opening of the gifts. If Binder and Desai are
correct, we would predict activity in the AG to be reflected in the N400
component (on top of the activity in the lpMTG), reflecting retrieval of the
conceptual event representations associated with (part of) the unfolding
MRC in the lIFG.

4.4.1.4 Sub-cortical areas

As for sub-cortical areas that have been implicated in language function,
such as for instance the basal ganglia (e.g., Kotz et al., 2003), the cerebellum
(e.g., Stowe et al., 2005), and the thalamus (e.g., Wahl et al., 2008), the same
argument applies. We need to come up with clear hypotheses on the func-
tional role of these areas in the comprehension system, before we can ex-
tend our functional-anatomicmapping to incorporate them. The coremap-
ping that we have proposed is intended as a starting point for such further
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investigation into the functional role of these cortical and sub-cortical ar-
eas.

4.4.2 Parcellation of the lIFG and different P600s

Brouwer et al. (2012) hypothesized that the P600 component is a family
of positivities, reflecting the word-by-word construction, reorganization,
or updating of a mental representation of what is being communicated.
Moreover, they argued that differences in amplitude, latency, duration, and
scalp distribution of this component suggests that not every P600 is created
alike (Kaan and Swaab, 2003b, cf.), and speculated that these electrophysi-
ological properties may correlate with specific sub-processes that underlie
the construction of a mental representation. In our functional-anatomic
mapping, we put forward the hypothesis that the generation of every P600
is initiated in the lIFG, which raises the question of how differences in the
electrophysiological properties of the P600 can arise. In our discussion of
the functional role of the lIFG, we argued that it can be divided up into
parcels, which may each have a distinct contribution to MRC construction.
If different parcels of the lIFG are recruited for different sub-processes, this
might explain (part of the) differences in electrophysiological properties
of the P600 component. Another factor that might give rise to differences
in electrophysiological properties, in particular scalp distribution, is when
other nodes (cortical regions) in the neurocognitive network underlying
language comprehension are invoked during integration. If, for instance,
the right hemisphere homologue to the lIFG is indeed invoked in case of
high processing demands (cf. Vigneau et al., 2011) or by the processing
of prosodic information (cf. Friederici, 2011), the P600 component would
then also reflect activity in the right hemisphere, which would affect its
scalp distribution, but possibly also other properties like amplitude and
duration. Interestingly, researchers have recently started categorizing dif-
ferences in P600 properties (e.g. van Petten and Luka, 2012). If our map-
ping is correct, this means that such a categorization of members of the
P600 family might eventually turn out to have an anatomical basis: the dif-
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ferent parcels of the lIFG. Moreover, this would mean that a finer-grained
mapping of the different functions reflected in the P600 component to these
different parcels might provide us with a detailed functional topology of
the lIFG.

4.4.3 Communication between the lIFG and lpMTG

The Retrieval-Integration account predicts that every incomingwordmod-
ulates the amplitude of the N400 component (retrieval of lexical informa-
tion), followed by a modulation of the P600 component (integration of the
retrieved information). In terms of our mapping, this boils down to activ-
ity in the lpMTG (retrieval) followed by activity in the lIFG (integration).
But the spatial separation of the epicenters for retrieval and integration
predicts an additional source of activity reflecting the exchange of infor-
mation between the lpMTG and the lIFG through the white matter tracts
that connect them. However, as EEG measures post-synaptic potentials,
rather than action potentials, we do not expect the activity in these white
matter tracts to show up in the ERP signal. In addition, as hemodynamic
responses may be restricted to gray matter, we also do not expect the infor-
mation transfer between the lpMTG and lIFG to be visible in blood-flow
based signals like the BOLD-response in fMRI (but see Mazerolle et al.,
2010). This raises the question of how to study the dynamics of the infor-
mation flow between the epicenters. One potential approach is to look at
the pattern of oscillatory activity between the regions. Oscillatory activity
reflects the synchronization of neuronal firing rates, and converging evi-
dence suggests that such synchronization is related to the functional cou-
pling of neural networks (engagement in cooperative processing), while
desynchronization is related to their uncoupling (disengagement in coop-
erative processing; see Fries, 2005; Siegel et al., 2012). Studying the pat-
tern of synchronization between the lpMTG and lIFG, using analysis tech-
niques such as spectral coherence analysis (see Weiss and Mueller, 2003,
for a review) or phase-locking statistics (Lachaux et al., 1999), may provide
a window into the dynamics of the communication between these epicen-
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ters that can help to answer outstanding questions on the time-course of
Retrieval-Integration cycles. For example, one could wonder whether the
communication between the lpMTG and the lIFG is discrete or continu-
ous. That is, it could be the case that information retrieved in lpMTG is
immediately sent to the lIFG, independently of whether additional infor-
mation is still being retrieved. The lIFG may then immediately attempt
to integrate this, potentially incomplete information with a representation
of what is being communicated. Under the Retrieval-Integration view, it is
very likely that the lIFG is continuously active in creating a coherent repre-
sentation of the situation that is currently attended. This activity will show
an increase every time lexical information from a new incoming word be-
comes available. If this is correct, N400 and P600 components will overlap
in time. As these components are generated independently, in different
cortical regions or neurocognitive subnetworks, this means that they will
then be summated in the resultant EEG signal. Hence, P600 amplitude
may depend on preceding N400 amplitude, which may complicate the in-
terpretation of late positivities following the N400 (for a discussion on this
issue, see Hagoort, 2003). In future studies, we need to take this issue of
potential overlap into account, and possibly change the way in which we
analyze EEGdata in order to properly disentangle retrieval and integration
processes.

1. The P600 component is generated (in part) in the lIFG, and reflects
MRC composition. That is, we hypothesize that the generation of
the P600 is initiated in the lIFG, but that the full-scale of activity re-
flected in P600 amplitude might include activity in other, recruited
cortical regions as well. This is the most important prediction that
follows from our mapping. Despite that there is as of yet no con-
sensus on the neural generators of the P600 component, a number
of fMRI studies have linked P600 amplitude to activity in the lIFG
(see van de Meerendonk et al., 2011, for a discussion). We did also
find evidence for this prediction in our lab, as an unpublished fMRI
version of the Hoeks et al. study on “Semantic Illusion” sentences
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Hoeks et al. (2004) revealed a correlation between P600 amplitude
and activity in the pars orbitalis (BA 47) of the lIFG.

2. Different types of P600s (e.g., in terms of scalp distribution, on-
set, and/or amplitude) are generated (in part) in different parcels
of the lIFG, and reflect different sub-processes of MRC composi-
tion. That is, differences between P600s may arise because they are
initiated in different parcels of the lIFG. However, whereas two dis-
tinct P600s may come about by activity in different lIFG parcels, they
can also share activity in others, meaning that there may be overlap
in the underlying generators of different P600s.

Researchers have recently started to tease apart and categorize dif-
ferent types of P600s (see van Petten and Luka, 2012, for instance). If
our mapping holds, a categorization of functionally different P600s
may have an anatomical basis in the functional topology of the lIFG.
Moreover, it should be noted that if, for instance, Vigneau et al. (2011)
are right in that the right hemisphere is invoked whenever process-
ing demands are high, activity in the right hemispheremay also con-
tribute to differences in P600s.

3. Every incoming word produces activity in the lpMTG (lexical
retrieval ∼N400), followed by activity in the lIFG (integration
∼P600). Preliminary EROS evidence for this prediction is provided
by Tse et al. (2007), who found that both semantic and syntactic
anomalies produced increased activity in the lpTMG followed by ac-
tivity in lIFG. It might be that this pattern of activity occurs once
for every incoming word (integration commences when retrieval is
finished), or that activity alternates between the lpMTG and lIFG (in-
tegration commences as soon as a processable bit of meaning is re-
trieved). Albeit speculative, the aforementioned EROS study seems
to suggest that the latter may be the case (see Tse et al., 2007, Table
1).
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The first two predictions may be investigated using carefully aligned
EEG and fMRI studies on stimuli that are known to only produce a P600-
effect, such as syntactic violations, garden-path sentences, long-distance
wh-dependencies, and thematic-role reversed “Semantic Illusion” sen-
tences. If the first prediction is correct, we would expect all of these stimuli
to produce increased activity in the lIFG, relative to an appropriate con-
trol. Moreover, if the second prediction holds, then these different stim-
uli may evoke activity in different sub-parts of the lIFG, producing char-
acteristically different P600-effects in terms of onset, duration, and scalp-
distribution, etc. The third prediction seems more challenging to test, but
imaging techniques such as MEG or EROS might shed light on this issue.

4.5 Conclusion

We have proposed a minimal and parsimonious functional-anatomical
mapping for language comprehension based on the Retrieval-Integration
account (Brouwer et al., 2012). Our mapping entails that the processes of
lexical retrieval, reflected in N400 amplitude, are mediated by the lpMTG.
In the lIFG, lexical information retrieved in lpMTG is integrated with a
representation of its prior context into a representation of what is being
communicated. These integrative processes are reflected in P600 ampli-
tude. The representation constructed in the lIFG subsequently provides
the lpMTGwith retrieval cues for the next word, uponwhich the Retrieval-
Integration cycle repeats itself.

We argued that our mapping forms the core of the comprehension sys-
tem, and we want to stress that we do not believe the comprehension sys-
tem to be limited to this minimal, core network. In future research, our
mapping—which is based on the ‘epicenters’ of the language network—
may be extended to incorporate other cortical areas, such as regions in the
right hemisphere (e.g., the homologues to the lIFG and lpMTG), the an-
terior temporal lobe (ATL), and the Angular Gyrus (AG), which have also
been implicated in language comprehension, but the precise function of
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which is still unclear. Critically, such an extension will require us to iden-
tify the function of these regions, and ascertain what kinds of ERP compo-
nents (e.g., ELAN/LAN/SustainedNegativities) result from the activation
of these areas. The present mapping may serve as a starting point for such
an endeavour.

The proposed correlation between activity in the lIFG and P600 ampli-
tude also paves way for further, more fine-grained investigations into the
relation between electrophysiology and brain anatomy. Earlier (Brouwer
et al., 2012), it has been hypothesized that the P600 is a family of late positiv-
ities, of which different members may reflect different processes involved
MRC construction. In the present chapter, we have suggested that these
differences in electrophysiological properties of the P600, might arise be-
cause different instances of the P600 are generated in the different parcels
of lIFG. This means that a categorization of different P600-effects (cf. van
Petten and Luka, 2012), and a mapping of this categorization to the differ-
ent parcels of the lIFG,might provide ameans of uncovering a fine-grained
functional topology of this area.
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CHAPTER 5

ANeurocomputational Model
of the N400 and the P600 in
Language Comprehension

Abstract|One decade ago, researchers using event-related brain potential (ERP)
measurements stumbled upon what looked like a Semantic Illusion in language
comprehension: Semantically anomalous, but otherwise well-formed sentences did
not affect the meaning-related N400 component, but instead increased the ampli-
tude of the structure-related P600 component. This finding spawned five new
models of language comprehension, all of which claim that instead of a single com-
prehension process, there are two or even more separate processing streams, one of
which is not driven by structure, but by word meaning alone. Here, we will argue
that there is a much simpler way to account for these data, and we will present
evidence from neurocomputional simulations showing that our alternative expla-
nation is able to predict all relevant ERP patterns found in the literature.
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5.1 Introduction

In electrophysiological research into language comprehension, there are
two central brain responses. The first is theN400 component, a negative de-
flection of the ERP signal (Event-Related brain Potential) that peaks around
400 ms after stimulus onset, and that is sensitive to semantic anomalies
such as ‘He spread his warm bread with socks’ (relative to butter; Kutas
and Hillyard, 1980). The second is the P600 component, a positive deflec-
tion that can bemaximal around 600ms, and that was found in response to
syntactic violations such as ‘The spoilt child throw [. . . ]’ (relative to throws;
Hagoort et al., 1993). The idea that semantic processing difficulty is re-
flected in the N400 component, and syntactic processing difficulty in the
P600 component, has survived until this day. Ten years ago, however, find-
ings emerged that presented a challenge to this mapping. Around 2003,
more and more research groups discovered that certain types of syntac-
tically sound, but semantically anomalous sentences failed to produce an
N400-effect (but produced a P600-effect instead; e.g., Kolk et al., 2003; Ku-
perberg et al., 2003; Hoeks et al., 2004; Kim and Osterhout, 2005, among
others). Hoeks et al. (2004), for instance, found that sentences such as ‘De
speer heeft de atleten geworpen’ (lit: ‘The javelin has the athletes thrown’)
produced an increase in P600 amplitude (relative to a non-anomalous con-
trol), but not in N400 amplitude. This was unexpected, because as javelins
do not throw athletes, the word thrown should create semantic process-
ing difficulty, and hence an increase in N400 amplitude. Equally unex-
pected was the finding of an effect on P600 amplitude in the absence of
a syntactic anomaly. To account for these effects, increasingly complex
models were proposed that incorporate multiple, potentially interacting
processing streams (Monitoring Theory: Kolk et al., 2003; Semantic Attrac-
tion: Kim andOsterhout, 2005; Continued Combinatory Analysis: Kuperberg,
2007; the extended Argument Dependency Model: Bornkessel-Schlesewsky
and Schlesewsky, 2008, and the Processing Competition account: Hagoort
et al., 2009). What these models have in common is that they include a
processing stream that is purely semantic, unconstrained by any structural
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information (e.g., word order, agreement, casemarking). This independent
semantic analysis stream does not run into semantic processing problems
on the word thrown, and hence does not produce an N400-effect, because
the words javelin, athletes, and thrown fit together well semantically. Even-
tually, the processor does realize that something is wrong with the inter-
pretation that was constructed, and the effort put into solving this problem
(often structurally) is reflected in a P600-effect. Despite the attractiveness
of these models, however, none of them seems capable of explaining the
full range of relevant findings in the literature (see Brouwer et al., 2012, for
a review).

5.1.1 A simpler perspective

In contrast to seeking an architectural explanation for the “Semantic Illu-
sion” phenomenon (absence of an N400-effect in response to a semantic
anomaly), Brouwer et al. (2012) argued for a functional reinterpretation of
the ERP components involved. First of all, in line with others (e.g., Ku-
tas and Federmeier, 2000; Lau et al., 2008; van Berkum, 2009), they sug-
gested that the N400 component reflects retrieval of lexical semantic infor-
mation, rather than compositional semantic processing or semantic inte-
gration. Retrieval of the information associated with a word is facilitated
if that information is already (partly) activated by its prior context. This
explains why the word socks engenders a much larger N400 in the con-
text of ‘He spread his warm bread with [. . . ]’ than the word butter: the
lexical knowledge associated with socks is inconsistent with that already
activated by its prior context (socks do not fit well with spread and warm
bread), whereas the conceptual knowledge associated with butter is. It is
important to note that under this account pre-activation can stem from the
message representation that has been constructed so far (e.g., a breakfast
scene), as well as from the preceding lexical items themselves (spread and
bread).

In addition to this effect on N400 amplitude, presenting the word socks
also leads to an increase in P600 amplitude, even though the sentence in
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which it appears is grammatically correct (see Kutas and Hillyard, 1980,
Figure C). The same is true for the “Semantic Illusion” sentences, where
a P600-effect is elicited in a syntactically well-formed sentence. Brouwer
et al. (2012) argued that these results indicate that the P600 is not a re-
flection of syntactic processing, but must represent some form of effortful
semantic processing or integration. They put forward the hypothesis that
the P600 component is actually a family of related components, all ofwhich
are late positivities that reflect theword-by-word construction, reorganiza-
tion, or updating of amental representation of what is being communicated (an
MRC for short). Given this view on the P600 component, and the retrieval
view on the N400 component, Brouwer et al. (2012) suggest that language
is processed in biphasic N400/P600—Retrieval-Integration—cycles; every
incoming word modulates the N400 component, reflecting the effort in-
volved in activating its associated conceptual knowledge, as well as the
P600 component, reflecting the effort needed to integrate this knowledge
into an updated representation of what is being communicated. This par-
simonious single stream account was shown to have the broadest empiri-
cal coverage of all the extant models (Brouwer et al., 2012), and indicated
that the so-called “Semantic Illusion” in sentence processing, the effect that
had led to so many new models, was just a simple instance of priming: if
a preceding context (e.g., ‘The javelin has the athletes [. . . ]’) pre-activates
the lexical features of an incoming word (e.g, thrown), there is no N400-
effect. On the other hand, when an incoming word is not consistent with
the pre-activated lexical features (e.g., summarized), there is an N400-effect.
Futhermore, P600 amplitude is expected to increase in every case where
there is difficulty in making sense.

5.1.2 Mapping function to anatomy

Brouwer and Hoeks (2013) aligned these functional interpretations of the
N400 and the P600 with neuroanatomy, and suggested that the processes
of retrieval and semantic integration are mediated by specific brain areas.
First of all, they propose that the left posterior Middle Temporal Gyrus
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(lpMTG; BA 21) serves as a network hub that mediates lexical retrieval
(∼N400). Such a hub (cf. Buckner et al., 2009), or epicenter (cf. Mesulam,
1990, 1998), is a brain region that serves to integrate or bind together infor-
mation from various neighbouring areas (see also Damasio, 1989), and to
broadcast this information across larger neuroanatomical networks. The
lpMTG finds itself in the middle of brain areas that constitute long-term
memory. Words (and also other meaningful stimuli) activate parts of that
network, and the resulting information is collected through the lpMTG
and shared with other brain networks for further (higher-level) process-
ing. On the Retrieval-Integration account, this information is used to create
a valid and coherent mental representation of what is communicated (an
MRC). Brouwer and Hoeks (2013) suggested that the construction of such
an MRC takes place in and around the left Inferior Frontal Gyrus (lIFG;
BA 44/45/47). That is, the lIFG is a hub mediating MRC composition, and
thus the most prominent source of the P600. Again, more areas may be
involved in making sense, but the lIFG is the most central one, binding
together the information from surrounding neural territory.

The information sharing between the two hubs (i.e., from the lpMTG to
the lIFG and back) occurs via white matter tracts that structurally connect
them. There are two major white matter pathways connecting the lpMTG
and the lIFG, the dorsal pathway (dp) and the ventral pathway (vp), the
precise functional roles of which are still poorly understood (see Brouwer
and Hoeks, 2013, for discussion). Nonetheless, we can describe an approx-
imate functional-anatomic Retrieval-Integration cycle of an incomingword
(see Figure 5.1, top). First, a word reaches the lpMTG via either the audi-
tory cortex (ac) or the visual cortex (vc), depending on the input modal-
ity. The lpMTG then retrieves the conceptual knowledge associated with
this word from the association cortices and binds it together, a process that
generates the N400 component. Next, the retrieved knowledge is shared
with the lIFG, via one of the white matter pathways, where it is integrated
with the prior context. This process is assumed to generate the P600 com-
ponent. Finally, the new representation feeds back to the lpMTG causing
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pre-activation of conceptual knowledge in memory.
In summary, compared to the five competing models, the Retrieval-

Integration account is theoretically the most parsimonious, has the broad-
est empirical coverage, and seems to fit well with what is presently known
about the neuroanatomy of language. However, what it has in common
with the other models, is that it is still a conceptual box-and-arrow model.
This means that the predicted outcome of the model in any specific case is
at best qualitative, and may be affected by implicit biases and other subjec-
tive factors; that is, researchers may for instance disagree on the amount
of contextual and lexical priming in any specific sentence, and their pre-
dictions on the presence or absence of an N400-effect may vary. The only
way to overcome this problem is to implement the model computation-
ally, which means giving it a formally precise description of the mecha-
nisms that are supposed to underlie it, and then running this computa-
tional model to generate quantitative predictions. The predictions in terms
ofN400 amplitude and P600 amplitude, can then be compared to the actual
results of empirical studies.

5.1.3 A neurocomputional model

Wepresent a neurocomputationalmodel that predicts the amplitude of the
N400 and the P600 component at every word of a sentence. This model
directly instantiates the functional-anatomic mapping of the Retrieval-
Integration account that we described above. Following our hypothesis on
the neuroanatomical organization of the language processor, the compu-
tational model consists of two connected but relatively independent sub-
systems: A system for retrieval (∼lpMTG) and a system for integration
(∼lIFG). The retrieval system is trained to map words onto their lexical-
semantic representations (extracted from a corpus using the Correlated
Occurrence Analogue to Lexical Semantics, COALS; Rohde et al., 2009).
The integration system, in turn, is trained to map these lexical-semantic
representations onto an approximation of the ‘meaning’ of a sentence, a
thematic role assignment in terms of the agent, action, and patient (i.e., who-
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did-what-to-whom/what). Importantly, the mapping of words onto their
lexical-semantic representations in the retrieval system (∼lpMTG), can be
facilitated by lexical and higher level cues that are present in the unfolding
representation in the integration system (∼lIFG).

In what follows, wewill first present themodel conceptually, and show
that it can produce the same patterns of ERPs as found in an actual empiri-
cal study. In the ‘Methods’ section, wewill provide the full technical details
of the model.

5.2 Results

5.2.1 The neurocomputational model

Our neurocomputational model consists of five layers of artificial neurons,
one corresponding to the auditory/visual cortex (ac/vc), two for the left
posterior MTG (lpMTG and lpMTG_output), and two for the left IFG (lIFG
and lIFG_output) (see Figure 5.1, bottom). Activation flows forward from
the ac/vc layer all the way to the lIFG_output layer, and from the lIFG
layer both back into itself (in order to update theMRC at the previous time-
step) and to the lpMTG layer (providing a context for retrieval). Themodel
is taught that any noun phrase can theoretically be an agent or a patient,
but that there are certain stereotypical combinations of agents, patients, and
actions (∼minimal world knowledge, see also Mayberry et al., 2009).

5.2.2 Linking hypotheses

In our view, N400 amplitude is a measure of ‘unpreparedness’. If no fea-
tures relevant to an incoming word are pre-activated, N400 amplitude will
be maximal; if the lexical-semantic features of an incoming word are con-
sistent with those pre-activated in memory, N400 amplitude will be re-
duced. Hence, N400 amplitude is a measure of how much the activation
pattern in memory changes due to the processing of an incoming word.
As such, we compute the correlates of N400 amplitude at the lpMTG layer,
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Figure 5.1|Schematic illustration of the neurocomputational model (bottom), and
its relation to the functional-anatomic mapping of the core language network (top).
An incoming word reaches the lpMTG via either the auditory cortex or visual cor-
tex (ac/vc). The lpMTG then retrieves the conceptual knowledge associated with
this word from the association cortices (lpMTG→ lpMTG_output), thereby gen-
erating the N400. Next, this retrieved meaning is sent to the lIFG (lpMTG_output
→ lIFG), where it is integrated with its prior context (lIFG→ lIFG), into an up-
dated MRC (lIFG→ lIFG_output). The updated MRC in the lIFG subsequently
provides a context for the retrieval of the conceptual knowledge assocatied with the
next word (lIFG→ lpMTG).
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Item Condition Effect
De speer werd door de atleten geworpen Control (Passive) —
The javelin was by the athletes thrown
De speer heeft de atleten geworpen Reversal (Active) P600
The javelin has the athletes thrown
De speer werd door de atleten opgesomd Mismatch (Passive) N400/P600
The javelin was by the athletes summarized
De speer heeft de atleten opgesomd Mismatch (Active) N400/P600
The javelin has the athletes summarized

Table 5.1|Materials used in the original ERP experiment, as well as the effects
that were observed for each condition.

where the activation of lexical-semantic features takes place (∼memory re-
trieval), as the degree to which the pattern of activity induced by the cur-
rent word, and that induced by the previous word are different (see ‘Meth-
ods’ section for mathematical details).

P600 amplitude, in turn, reflects the difficulty of establishing coher-
ence. The more the current interpretation (the current MRC) needs to be
reorganized or augmented in order to become coherent, the higher P600
amplitude. Hence, P600 amplitude is effectively a measure of how much
the representation of the unfolding state of affairs changes due to the inte-
gration of an incoming word. As such, we compute the correlates of P600
amplitude as the difference between the previous and the current state of
affairs at the lIFG layer, where the (re)construction of an MRC—in terms
of thematic-role assignment—takes place (see also Crocker et al., 2010).

5.2.3 Modeling Event-Related Potentials

The patterns of N400 and P600 elicitation reported in the literature (see Ku-
tas et al., 2006, for an overview) suggest that there are two main process-
ing outcomes. The most common is the biphasic pattern where an N400-
effect co-occurs with a P600-effect. When context does not prepare for a
specific upcoming word, retrieval is more difficult (hence an N400-effect),
and often the retrieved information is more or less unexpected, leading to
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more effortful MRC construction (P600-effect). Less frequent are cases that
elicit only a P600-effect, such as in “Semantic Illusion” sentences. There,
the retrieval of a word is facilitated by context or preceding lexical items
(hence no N400-effect), but integration is problematic (P600-effect). Theo-
retically, there is also a third option: retrieval is more involved, but integra-
tion is as easy as in a control sentence (hence only an N400-effect, and no
P600-effect). However, isolated N400-effects are scarce, and their presence
may be a baseline artefact (Brouwer and Hoeks, 2013; Hoeks and Brouwer,
2014).

Our computationalmodel should thus be able to simulate the twomost
common findings: biphasic N400/P600-effects as well as isolated P600-
effects. Both types of outcomes are present in the study by Hoeks et al.
(2004), which wewill take as reference point. This study compared seman-
tically anomalousDutch sentences like ‘De speer heeft de atleten geworpen’
(lit: ‘The javelin has the athletes thrown’) to normal controls like ‘De speer
werd door de atleten geworpen’ (lit: ‘The javelinwas by the athletes thrown’).
This comparison produced a P600-effect on the final verb thrown, but no
N400-effect. Two other semantically anomalous conditions were also com-
pared to the same control, which both gave rise to a biphasic N400/P600-
effect on the final word: ‘De speer heeft de atleten opgesomd’ (lit: ‘The
javelin has the athletes summarized’) and ‘De speer werd door de atleten
opgesomd’ (lit: ‘The javelin was by the athletes summarized’). Table 5.1
provides an overview of thesematerials and findings, and Figure 5.2 shows
the results at the Pz electrode.

5.2.4 Simulation experiments

We modeled the results of the Hoeks et al. (2004) study in two simulation
experiments. To assure that any effects thatwe find are not an artifact of the
materials that we used, we used different sets of lexical items, and hence
different sets of lexical-semantic representations, in the two simulation ex-
periments.
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Figure 5.2|Results of the original ERP experiment on the Pz electrode. Posi-
tive is plotted upwards. Note that the reported ERP effects are based on multiple
electrodes, and that this single electrode only serves as a representative example.

5.2.4.1 N400 results

The computational model should be able to produce two very different
findings in the N400 domain: an absence of an N400-effect in the compari-
son of “Semantic Illusion” sentences (‘The javelin has the athletes thrown’)
with normal controls, and presence of an N400-effect in the mismatch
anomaly conditions (‘The javelin has/was by the athletes summarized’). Fig-
ure 5.3 shows the N400 results of the two simulation experiments (bottom
graphs) in comparison to those of the original ERP experiment (top). Sta-
tistical evaluation using Repeated Measures ANOVA (with Condition as
four-level within-items factor and Huynh-Feldt correction where neces-
sary) showed a close replication of the Hoeks et al. (2004) findings. The
main effect of Condition was significant in each of the simulation experi-
ments (Exp 1: F(3,27)=35.2; p<.001; Exp 2: F(3,27)=15.3; p<.001), and pair-
wise comparisons (Bonferroni corrected) showed that 1) N400 amplitude
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Figure 5.3|N400 results of the simulations in comparison to the results of the
original experiment. Panel (a) shows the N400 amplitudes as measured in the
original experiment (at the Pz electrode). Panel (b) shows the N400 correlates
measured in simulation experiment 1, and panel (c) those measured in simulation
experiment 2. All scores are transformed to a common scale. Error bars show
standard errors of these transformed scores.
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did not differ between “Semantic Illusion” sentences and controls (Exp 1:
p=.47; Exp 2: p=.91), and 2) there was a significant N400-effect for the two
other anomalous conditions (Exp 1: p-values<.001; Exp 2: p-values<.005).

5.2.4.2 P600 results

For the P600 component, the main result that we wanted to replicate is an
increase in amplitude for all anomalous conditions relative to control. Fig-
ure 5.4 shows the P600 results of the two simulation experiments (bottom
graphs) in comparison to those of the original ERP experiment (top left).
Again, we clearly replicated the main result; in both simulations, P600 am-
plitude was significantly higher for all anomalous sentences (including the
“Semantic Illusion” sentences) compared to controls (Main effect of Con-
dition: Exp 1: F(3,27)=118.9; p<.001; Exp 2: F(3,27)=57.1; p<.001); pairwise
comparison showed that there was a significant P600-effect for all three
anomalous conditions compared to control (Exp 1: p-values<.001; Exp 2:
p-values<.001).

One slight difference between the actual and simulated results lies
in the ordering of the three implausible conditions. The computational
model predicts P600 amplitude to be largest for both mismatch conditions,
whereas in the original ERP experiment, it is largest for the “Semantic Il-
lusion” condition. A possible reason for this difference is that in the ERP
experiment the pattern of P600-effects is affected by an artefact caused by
component overlap (see Hagoort, 2003; Brouwer and Hoeks, 2013, for dis-
cussion), where the size of the preceding N400 affects the size of the P600.
Figure 5.4 (top right) shows that if we correct for component overlap (by
subtracting N400 amplitude from P600 amplitude in each condition), the
pattern of resultswithin the three anomalous conditions comes in linewith
the results of the simulations (mismatch conditions larger than “Semantic
Illusion” sentences).
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Figure 5.4|P600 results of the simulations in comparison to the results of the
original experiment. Panel (a) shows the P600 amplitudes as measured in the
original experiment (at the Pz electrode). Panel (b) shows the P600 amplitudes
corrected for overlap with the N400 component (also at Pz). Panel (c) shows the
P600 correlates measured in simulation experiment 1, and panel (d) those mea-
sured in simulation experiment 2. All scores are transformed to a common scale.
Error bars show standard errors of these transformed scores.
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5.3 Discussion

Wepresented a neurocomputationalmodel of language processing that di-
rectly instantiates a simple functional-anatomic mapping of the core lan-
guage network. In our model, the N400 component and the P600 compo-
nent reflect distinct processes that take place in distinct cortical regions;
the N400 component reflects lexical retrieval processes mediated by the
lpMTG, and the P600 component reflects integrative processes mediated
by the lIFG. The computational model was trained to honor this division
of labor by means of a two-stage training procedure (see ‘Methods’ sec-
tion). The model was able to simulate the two most important patterns of
ERPs as reported in the literature (P600-effects and biphasic N400/P600-
effects), thereby providing a ‘proof of concept’ of our Retrieval-Integration
view (cf. Brouwer and Hoeks, 2013).

5.3.1 Implications for other models

Our simulations have several implications for previously proposed neu-
rocognitive processing models (Kolk et al., 2003; Kim and Osterhout, 2005;
Kuperberg, 2007; Bornkessel-Schlesewsky and Schlesewsky, 2008; Hagoort
et al., 2009). First of all, our simulations confirm that there is no need
for an independent semantic analysis stream to explain “Semantic Illu-
sions” in sentence processing, or “Semantic P600”-effects (cf. Brouwer
et al., 2012). Our model simply proposes that there is a continuous process
of making sense that takes place in the lIFG and that generates the P600,
the amplitude of which is proportional to the amount of effort needed
to (re-)construct an MRC. Each time a word (or other meaningful stimu-
lus) comes in, this triggers a memory search for information associated
with that stimulus, a search mediated by the lpMTG, which generates the
N400, the amplitude of which reflects the amount of effort needed to re-
trieve this meaningful information. If the meaning of incoming stimu-
lus is primed, retrieval will be easy, and N400 amplitude will be small
(less negative). This retrieved information is then used by the lIFG to up-
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date the mental representation of what is communicated. Our model is
both architecturallymore parsimonious than previously proposedmodels,
while having broader empirical coverage (see Brouwer et al., 2012, Table 2).
Secondly, previously proposed models have been developed as ‘box-and-
arrow’ models, limiting them to qualitative predictions about the presence
or absence of ERP effects. Instantiating our functional-anatomic mapping
as a neurocomputational model, by contrast, adds a quantitative dimension
to the predictions that it makes. A clear example here, is that whereas
all other models simply predict absence of an N400-effect for the reversal
condition (Brouwer et al., 2012, Table 2), we predict a slight, albeit non-
significant increase in N400 amplitude relative to control. Critically, this
slight increase is also present in the original ERP data. Hence, in addi-
tion to beingmore parsimonious, our model also makes more fine-grained
predictions.

5.3.2 Future directions

The present computational model represents just a first step towards a full
neurocomputational model of language processing. It will be necessary
to expand our simulations in several respects. For one, we want to model
other types of anomalous sentences. In addition, we want to model P600-
effects arising from other processing phenomena, such as syntactic viola-
tions (see Gouvea et al., 2010, for an overview), and pragmatic violations
(see Hoeks et al., 2013; Hoeks and Brouwer, 2014). Also, we want to in-
clude other ERP components into our model, such the Early Left Anterior
Negativity (ELAN), which is elicited by word category violations, and the
Left Anterior Negativitiy (LAN), which appears to be related to the pro-
cessing of morphosyntactic marking (see Friederici, 2011). A completely
different direction for future exploration is to expand the number of ERP
component features covered by our model. For now we have focused on
component amplitude (and implicitly polarity), but a component is also
defined by its latency, duration, and scalp distribution. It remains to be seen
how these features can be incorporated into our model.
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5.4 Methods

5.4.1 Model Architecture and Activation Flow

The model is essentially an extended Simple Recurrent Network (SRN)
(Elman, 1990) consisting of five layers: ac/vc (35 units), lpMTG (80),
lMTG_output (100), lIFG (200), and lIFG_output (300) (see Figure 5.1). In-
put patterns are clamped to the ac/vc layer, and activation propagates feed
forward to the lIFG_output layer following the trajectory: ac/vc→ lpMTG
→ lpMTG_output→ lIFG→ lIFG_output. In addition, at a given process-
ing timestep t, the lIFG and the lpMTG also receive input from the activa-
tion pattern of the lIFG at timestep t − 1 through an additional 200-unit
context layer that receives a copy of the activation pattern of the lIFG prior
to feed forward propagation. At timestep t = 0, the activation value of
each unit in this context layer was set to 0.5. All layers except this context
layer and the ac/vc layer also receive input from a bias unit, the value of
which is always 1. Unit activation yj of a unit j is determined by a sigmoid
activation function:

yj =
1

1 + e−xj
(5.1)

where xj is the net input to unit j:

xj =
∑
i

yiwij (5.2)

which is determined by the activation level yi of each unit i that propagates
to unit j, and the weight wij on the connection between these units.

The model was trained in two stages (see below for detailed informa-
tion on the training procedure). In the first stage, the ac/vc layer and
the lpMTG layer were excluded from the network, and the model was
trained to map sequences of lexical-semantic representations (see below for
details on the representations used), clamped to the lpMTG_output layer,
to thematic-role assignment representations in the lIFG_output layer. In the
second stage, the ac/vc layer and the lpMTG layer were included, and the
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model was trained to map sequences of acoustic/orthographic representations
clamped to the ac/vc layer to thematic-role assignment representions in the
lIFG_output layer. Critically, all the weights that were present in the net-
work during the first training stagewere frozen, forcing the network to first
map the acoustic/orthographic representations to lexical-semantic repre-
sentations in the lpMTG_output layer, before mapping these to thematic-
role assignment representations in the lIFG_output layer.

5.4.2 Training and Testing Patterns

For both experiments, we created two sets of training items (one for both
training stages), and a set of test items. The training items consist of Dutch
active and passive sentences with the following template structure:

Active sentences:
De [Agent] heeft het/de [Patient] [Action]
The [Agent] has the(+/−neuter) [Patient] [Action]

Passive sentences:
De [Patient] werd door het/de [Agent] [Action]
The [Patient] was by the(+/−neuter) [Agent] [Action]

From these templates, training sentences were generated by filling in the
agent, patient, and action slots using the noun phrases (agent and patient)
and verbs (action) listed in Table 5.2. Half of the training sentences were
constructed by permuting each of the twenty noun phrases (agents plus
patients) with each verb (2 × 20 × 20 × 10 = 8000 items). The other half
consisted only of sentences with stereotypical agent-patient-action combi-
nations, which are listed in the rows of Table 5.2. Hence, there are a total
of 16000 (2× 8000) training items, in which each verb appears 1600 times,
802 times (≈ 50%) of which in a stereotypical agent-patient-action con-
struction. As the model processes sentences word-by-word, each training
item consists of a sequence of either 6 (active sentences) or 7 (passive sen-
tences) pairs of input and target patterns. The input patterns consist of ei-
ther lexical-semantic representations (stage one), or acoustic/orthographic
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representations (stage two). The target patterns, in turn, are always the de-
sired thematic-role assignment representation for a sentence.

The test sets consist of 40 sentences that are evenly divided over four
conditions. There are 10 passive stereotypical agent-patient-action sen-
tences (controls), 10 active role-reversed sentences (reversals), which were
constructed by swapping the stereotypical agents and patients, and 10
active as well as 10 passive mismatch sentences (active and passive mis-
matches), in which the stereotypical action verb is replaced by the mis-
match verb listed in Table 5.2.

5.4.3 Representations

5.4.3.1 Acoustic/orthographic vectors

The acoustic/orthographic input representations are 35-unit localist vec-
tors, in which each unit corresponds to a single word (20 nouns + 10 verbs
+ 2 auxiliary verbs + 2 determiners + 1 preposition = 35 words).

5.4.3.2 Lexical-semantic vectors

The lexical-semantic representations are 100-unit binary representations,
which were derived from a large corpus of Dutch newspaper texts using
the Correlated Occurrence Analogue to Lexical Semantics (COALS; Rohde
et al., 2009). In all of the steps described below, we precisely follow the pro-
cedure laid out in Rohde et al. to derive these representations (or COALS
vectors).

We first derived a co-occurrence matrix using a 4-word ramped win-
dow, meaning that a word a co-occurs with b if a occurs within 4 words to
the left or right of b, and that this co-occurrence is weighted by the proxim-
ity of a to b on a scale of 4 (direct neighbor) to 1 (separated by three words).
We then pruned all but the 14.000 columns representing the most frequent
words, so that the rows of the matrix then represented 14K-dimensional
word feature vectors. Next, the weighted frequency of each co-occurrence
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wa,b of words a and bwas normalized by converting it to a pairwise corre-
lation:

w′a,b =
T · wa,b −

∑
j wa,j ·

∑
iwi,b

(
∑

j wa,j · (T −
∑

j wa,j) ·
∑

iwi,b · (T −
∑

iwi,b))
1
2

(5.3)

where i is a row index, j is a column index, and:

T =
∑
i

∑
j

wi,j (5.4)

In the resulting matrix, we replaced each negative correlation with 0, and
each positive correlation with its square root:

norm(w′a,b) =

{
0 if w′a,b < 0√
w′a,b otherwise

(5.5)

To obtain the 100-dimensional feature vectors that we used in our sim-
ulations, we pruned all but the 15.000 rows representing the most frequent
words, and then reduced the dimensionality of the normalized feature vec-
tors for thesewords by computing the Singular ValueDecomposition of the
co-occurrence matrix X15000×14000. Here we considered only the first 100

singular values and vectors, such that we obtain matrix X̂ that is the best
rank-100 approximation toX in terms of sum squared error:

X̂15000×14000 = Û15000×100Ŝ100×100V̂
T
100×14000 (5.6)

A 100-unit feature vector Vc for a word c is then defined as:

Vc = XcV̂ Ŝ
−1 (5.7)

which can be converted to a binary vector by setting its negative compo-
nents to 0, and its positive components to 1.
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5.4.3.3 Thematic-role assignment vectors

The thematic-role assignment representations are 300-unit vectors, which
are divided into three 100-unit slots. These three slots respectively repre-
sent the lexical-semantic representations of the elements that will be agent,
action, and patient (cf. Mayberry et al., 2009).

5.4.4 Training and Testing

In both stages, the model was trained using bounded gradient descent
(Rohde, 2002), a modification of the standard backpropagation algorithm
(Rumelhart et al., 1986a).

For each input-target pair c, we minimized the sum squared error Ec
between the desired activity dj and the observed activity yj for each unit j
in the lIFG_output layer:

Ec =
1

2

∑
j

(yj − dj)2 (5.8)

Error was reduced by adjusting each weight wij in the model on the basis
of a delta that is proportional to the gradient of that weight, and depends
on its previous delta:

∆wij(t) = −ερ ∂E
∂wij

+ α∆wij(t− 1) (5.9)

where ε is the network’s learning rate, ρ a scaling factor that depends on the
length of the entire gradient:

ρ =

{
1

||∂E/∂w|| if ||∂E/∂w|| > 1

1 otherwise
(5.10)

and α a momentum coefficient, controlling the fraction of the previous
weight delta to be added.

The gradient ∂E
∂wij

of a weight wij , in turn, is estimated as the product
of the error signal δj of a unit j, and the activation value yi of a unit i that
signals to unit j:
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∂E

∂wij
= δjyi (5.11)

The error signal δj for an output unit j is defined as:

δj = (yj − dj)(yj(1− yj) + 0.1) (5.12)

where the constant 0.1 is a flat spot correction constant, preventing the
derivative yj(1 − yj) of the sigmoid activation function to approach zero
when yj is near 0 or 1 (cf. Fahlman, 1988). The error signal δj for a hidden
unit j, in turn, is defined as:

δj = (yj(1− yj) + 0.1)
∑
k

δkwjk (5.13)

where all units k are units that receive signals from unit j.
We trained the model for 7000 epochs, in each of which we ac-

cumulated gradients over 100 input-output pairs before updating the
weights. Training items were presented in a permuted order, such that
by the end of training, the model has seen each item at least 43 times
(7000/(16000/100) = 43.75). After all of the 16000 items were presented
once, the training order was permuted again. Weights were initially ran-
domized within a range of (−0.25,+0.25), and were updated using a
learning rate ε of 0.2, which was scaled down to 0.11 with a factor of 0.95

after each 700 epochs (that is, after each 10% interval of the total epochs;
0.2 × 0.9510 ≈ 0.11). The momentum coefficient α was set to a constant
of 0.9. Finally, we used a zero error radius of 0.1, such that no error was
backpropagated if (yj − dj) < 0.1. The training procedure was identical
for stage one and two.

After training, we evaluated the comprehension performance of the
model using a output-target similaritymatrix. For each item, we computed
the cosine similarity between the output vector for that item, and each of
the 16000 different target vectors. The cosine similarity between two vec-
tors is defined as:
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cos(x, y) =

∑
i xi × yi√

(
∑

i x
2
i )×

√
(
∑

i y
2
i )

(5.14)

The output vector for an itemwas considered correct if it was more similar
to its corresponding target vector than to the target vector of any other item.
We computed comprehension performance after stage one on the training
set (at the lpMTG_output layer) and after stage two on both the training
and the test set (at the lIFG_output layer). In all cases, comprehension per-
formance was perfect (100% correct) for both experiments.

5.4.5 Computing ERP correlates

The ERP correlates for the N400 component were computed as the cosine
dissimilarity between the lpMTG vector at time-step t and the lpMTG vec-
tor at time-step t− 1:

N400 = 1− cos(lpMTGt, lpMTGt−1) (5.15)

The P600 correlates were computed in a similar fashion at the lIFG layer:

P600 = 1− cos(lIFGt, lIFGt−1) (5.16)
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Exp. Agent Patient neuter Action Mismatch
1 voetballer doelpunt + gescoord gediend

soccer player goal scored served
1 militair land + gediend gescoord

soldier country served scored
1 kok maaltijd - bereid gezongen

cook meal prepared sung
1 zanger lied + gezongen bereid

singer song sung prepared
1 advocaat bedrijf + aangeklaagd gelopen

lawyer company sued ran
1 atleet marathon - gelopen aangeklaagd

athlete marathon ran sued
1 politicus debat + gevoerd uitgegeven

politician debate engaged published
1 uitgever roman - uitgegeven gevoerd

publisher novel published engaged
1 arts diagnose - gesteld geschilderd

doctor diagnosis made painted
1 schilder schilderij + geschilderd gesteld

painter painting painted made
Exp. Agent Patient neuter Action Mismatch
2 rechercheur moord - opgelost verhoogd

detective murder case solved raised
2 werkgever salaris + verhoogd opgelost

employer salary raised solved
2 dief museum + beroofd getrokken

thief museum robbed pulled
2 tandarts tand - getrokken beroofd

dentist tooth pulled robbed
2 schipper schip + aangelegd geregisseerd

sailor ship berthed directed
2 regisseur film - geregiseerd aangelegd

director movie directed berthed
2 piloot vliegtuig + bestuurd afgelegd

pilot airplane steered taken
2 student tentamen + afgelegd bestuurd

student examen taken steered
2 verzekeraar verzekering - uitgekeerd gereden

insurer insurance paid rode
2 wielrenner etappe + gereden uitgekeerd

cyclist stage rode paid

Table 5.2|Overview of the materials used in the simulation experiments. See text
for details.
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CHAPTER 6

Conclusions and Future
Perspectives

Ever since Kutas and Hillyard (1980), studies using the measurement of
Event-Related brain Potentials (ERPs) have been very important to our un-
derstanding of the neural basis of language comprehension. Some time
ago, however, ERP studies have stumbled upon a puzzle that came to be
known as the “Semantic Illusion”-effect (SIE). Hoeks et al. (2004), for in-
stance, found that syntactically well-formed, but semantically anomalous
sentences like ‘De speer heeft de atleten geworpen’ (lit: ‘The javelin has the
athletes thrown’) did not produce an increase in N400 amplitude (relative
to a non-anomalous control), which was unexpected given that the N400
component is generally taken to reflect difficulty in semantic integration. In-
stead, the critical verb thrown was found to produce an increase in P600
amplitude, which was equally surprising as the P600 component is gener-
ally taken to reflect syntactic processing. The absence of an N400-effect has
been taken to indicate that the processor temporarily assumes (is under the
“illusion”) that the sentence is semantically felicitous. This illusion is, how-
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ever, only temporary, as the presence of a P600-effect indicates that the pro-
cessor quickly realizes that there is somethingwrongwith the sentence. To
account for the SIE, five complex neurocognitive processing models have
been put forward that allow an independent semantic processing stream
to arrive at the interpretation of a sentence independent of its syntactic sur-
face structure (Kim andOsterhout, 2005; Kolk et al., 2003; vanHerten et al.,
2005, 2006; Kuperberg, 2007; Bornkessel-Schlesewsky and Schlesewsky,
2008; Hagoort et al., 2009; Kos et al., 2010). These multi-stream models
have very different architectural properties, and seem highly incompati-
ble. However, as they are only specified at the ‘box-and-arrow’ level, it has
proven difficult to decide between them. The aim of the research presented
in this thesis, therefore, was to determine using computational modeling,
which one of these models is most viable, thereby offering a formally pre-
cise explanation of the SIE in language processing.

In part I, we started by critically reviewing the fivemulti-streammodels
that have been put forward to explain the SIE (chapter 2). On the basis of
this review,we concluded that none of thesemodels succeeds in explaining
all of the relevant findings in the literature, and that the reason for this fail-
ure is not architectural in itself, but rather due to the interpretation of the
N400 component as reflecting semantic integration (compositional seman-
tic processing) and the P600 component as reflecting syntactic processing.
In chapter 3, we argued on the basis of converging evidence that the N400
component is better interpreted as reflecting lexical retrieval processes (cf.
Kutas and Federmeier, 2000; Lau et al., 2008; van Berkum, 2009), and that
instead the P600 reflects semantic integration. More specifically, we hypoth-
esized that the P600 is a family of late positivities that reflect the word-by-
word construction, updating, or reorganization of a mental representation
of what is being communicated (an MRC for short). Taken together, these
reinterpretations of the N400 and the P600 suggest that language process-
ing proceeds in biphasic N400/P600—Retrieval-Integration—cycles. In
these cycles, N400 amplitude reflects the ease with which the conceptual
knowledge associated with an incoming word can be activated in memory,
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and P600 amplitude the effort involved in integrating this activated knowl-
edge with a representation of the prior context, into an updated mental
representation of what is being communicated (an updated MRC). Criti-
cally, it is shown that these Retrieval-Integration cycles do not only provide
a parsimonious, single-stream account of the SIE, but also that they have
broad empirical coverage (see also Hoeks and Brouwer, 2014).

In part II, we aligned our reinterpretations of the N400 component
and the P600 component with neuroanatomy. We derived a minimal
functional-anatomic mapping centered around the left posterior Middle
TemporalGyrus (lpMTG; BA21) as an epicenter or hub for retrieval (∼N400),
and the left Inferior Frontal Gyrus (lIFG; BA 44/45/47) as an epicenter for
MRC composition (∼P600) (chapter 4). In a functional-anatomic Retrieval-
Integration cycle, incoming words reach the lpMTG via either the audi-
tory or visual cortex (ac/vc), depending on whether they are spoken or
written. The lpMTG then retrieves the conceptual knowledge associated
with a given word from the association cortices (generating the N400 com-
ponent), and connects it to the lIFG via either the dorsal or ventral white
matter pathway(s) that connect the lpMTG and the lIFG. In the lIFG, the
retrieved knoweldge is integratedwith the priorMRC (generating the P600
component), into an updated MRC. Finally, the updated MRC in the lIFG
is connected back to lpMTG via the dorsal or ventral pathway in order to
pre-activate the conceptual knowledge associated with a possible upcom-
ing word. We concluded that the functional-anatomic mapping that we
propose forms the core of the language comprehension system that pro-
vides a starting point for a more focused investigation into the coupling of
electrophysiology and neuroanatomy.

In part III, we provided a proof of concept of our functional-anatomic
mapping in terms of a neurocomputional model. This model, which is
an anatomically-constrained Simple Recurrent neural Network (SRN; El-
man, 1990), constructs a thematic role assignment representation for an
input sentence on an incremental, word-by-word basis. During process-
ing, correlates of N400 amplitude are measured in a layer representing the
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lpMTG, and those of P600 amplitude in a layer representing the lIFG. It is
shown that our neurocomputational model produces ERP elicitation be-
havior similar to that of humans (cf. Hoeks et al., 2004). We concluded
that our model—which synthesizes the ideas on electrophysiology devel-
oped in part I and those on neuroanatomy developed in part II—provides
strong support for the Retrieval-Integration framework, and that neuro-
computional modeling provides a promising methodology for arriving at
a neurobiological model of cognition.

In the remainder of this fourth and final part, we will briefly lay out
what we believe to be the most important future directions for the neuro-
computional modeling of language comprehension.

6.1 Future perspectives

6.1.1 Modeling other processing phenomena

The simulations presented in chapter 5 focused on the N400 component
and the P600 component in response to semantic anomalies; we mod-
eled isolated P600-effects, as well as biphasic N400/P600-effects. In future
work, we aim to broaden the spectrum of language processing phenom-
ena covered by our simulations. An obvious first step is to include syn-
tactically-induced P600-effects (see Gouvea et al., 2010, for an overview).
We might model P600-effects in response to agreement violations, for in-
stance, by incorporating plural noun phrases into our training data, such
that it is possible for the auxiliary verbs to disagree with the subject of a
sentence in number, as in ‘De koks heeft demaaltijd bereid’ (lit: ‘The cooks
has themeal prepared’). Besides syntax-related P600modulations, we also
aim to simulate pragmatically-induced P600-effects (see Hoeks et al., 2013;
Hoeks and Brouwer, 2014). These pragmatically-induced late positivities
often involve inferences that require knowledge about the world, but due
to the amount of world knowledge that is required for the generation of
even the simplest inferences, it is often left out in computational simula-
tions (cf. Frank et al., 2008). One possible strategy to enable processing of
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world knowledge, however, is to limit the scope of the world rather than
the amount of world knowledge made available to a model (cf. Frank et al.,
2008, 2009). An interesting direction for future exploration is to see if this
microworld-strategy can be used to capture P600 modulations that are due
to, for instance, pragmatic enrichment (e.g., Regel et al., 2011; Hoeks et al.,
2013; Spotorno et al., 2013).

6.1.2 Modeling other features of ERP components

An ERP component is multi-dimensional in that it is defined by a spec-
trum of features, including polarity (it is either more positive or negative
than reference electrodes), amplitude, latency, duration, and scalp distribu-
tion. Our current simulations only modeled amplitude (and implicitly po-
larity). As such, an important direction for future exploration is to see if
and how other features of ERP components can be incorporated into our
simulations. A possible approach towards modeling the temporal dynam-
ics (latency and duration) of ERP components, for instance, is to allow acti-
vation to propagate through the model for a number of time-steps (where
one time-step constitutes propagation of activation from the input to the
output layer), such that component amplitude can be measured as a func-
tion of time (see Laszlo and Plaut, 2012). Importantly, modeling the tem-
poral dynamics of the N400 and the P600 component, for instance, might
also shed light on the communication between the lpMTG and lIFG, as
well as on the issue of component overlap (see chapter 4). Modeling scalp
distribution is also very interesting, but seems less straightforward, as the
distribution of an ERP component across the scalp depends inherently on
the folding of the cortex and the shape of the skull.

6.1.3 Beyond the N400 and the P600

The work presented in this thesis has focused on the N400 and the P600
component. Whereas these components are indisputably the most salient
for language comprehension, they are not the full story. EEG experiments
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have identified other ERP components sensitive to aspects of language
processing. Two such components are the Early Left Anterior Negativ-
ity (ELAN), a negative deflection in the ERP signal that typically occurs
between 120–200ms after the onset of a word that induces a category vi-
olation, and the Left Anterior Negativity (LAN), a negative deflection be-
tween 300-500ms post word onset that seems sensitive to the assignment
of grammatical relations when these depend on morphosyntactic mark-
ing (see Friederici, 2011, for more dicussion on these components; also see
Steinhauer and Drury, 2011 for a critical disussion on the ELAN). Another
component is the Nref, a frontally focused, sustained negativity that starts
at about 200ms post word onset, and that been taken to reflect increased
difficulty in establishing reference when there are multiple possible an-
tecedents (van Berkum et al., 2007). How and where these components
fit in our model is an important question for future investigation (but see
Hoeks and Brouwer, 2014, for a recent proposal on how to incorporate the
Nref component in the Retrieval-Integration framework).

Critically, incorporating these additional ERP components not only re-
quires us to identify the precise processes they reflect, but alsowhere in the
brain these processes take place. In chapter 4, we have already speculated
about the role of the right hemisphere, the anterior temporal lobe (ATL),
and the angular gyrus (AG; BA 39), as well as about the relation of activity
in these areas to electrophysiology. At this point in time, this relation is not
at all clear. The ATL, for instance, has been implied in semantic memory
processes (Rogers et al., 2004, 2006; Damasio et al., 1996, 2004) meaning
that activity in this area may contribute to the N400 component, but also
in syntactic or thematic combinatorial processing, suggesting that it rather
contributes to the P600 component or the LAN. Hence, an important aim
for the future is to unequivocally isolate the type of processes that are sub-
served in cortical regions that are implicated in language processing, and
to align these processes with their corresponding electrophysiology.

A related aim is to arrive at a more detailed coupling of electrophysiol-
ogy and neuroanatomy. We proposed, for instance, that the role of the
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lIFG is multi-functional, and suggested that its different sub-parts may
sub-serve different sub-processes of MRC composition. Moreover, we ar-
gued that these different sub-processes may manifest themselves as differ-
ent types of P600s in terms of scalp distribution, latency, duration, and am-
plitude. Hence, the different positivies that we hypothesized to be mem-
bers of the family of P600s (Brouwer et al., 2012), may have their origin in
distinct sub-parts of the lIFG. Unravelling this functional topology of the
lIFG, and the corresponding categorization of members of the P600 family,
is also an important goal for future study.
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APPENDIX A

Artificial Neural Networks:
A Few Nuts and Bolts

Abstract|This appendix provides a brief introduction to the mathematical nuts
and bolts of Artificial Neural Networks. It first introduces the theory behind neu-
ral networks, as well as different network topologies. Next, the mathematics of
the widely used backpropagation and backpropagation through time training algo-
rithms are laid out. Finally, several customizations in terms of activation functions
(sigmoid, softmax, hyperbolic tangent, linear, and step), error functions (sum of
squares, cross-entropy, and divergence), weight updating algorithms (steepest and
bounded descent, four flavours of Resilient propagation, Quickprop, and Delta-
Bar-Delta), and weight randomization methods (Range, Gaussian, and Nguyen-
Widrow randomization, as well as the Fan-In method) are presented. All material
is described with the aim that it should be possible to implement it using this ap-
pendix as a technical reference.
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A.1 Introduction

Artificial Neural Networks are powerful mathematical models that are
used in a variety of fields, ranging from artificial intelligence to statistics,
psychology, and neuroscience. The modeling work presented in this the-
sis also makes use of artificial neural networks, and was conducted using
mesh, a neural network simulator that was developed along with this the-
sis (see section A.4). The present appendix was born out of the process of
developing this simulator, as I missed a brief overview that presented the
mathematics of neural networks, as well as the theory behind different net-
work topologies, activation and error functions, and different variations on
the backpropagation algorithm, in a way that would have allowed me to
implement these concepts straightaway. This appendix is intended to fill
that gap.

First, a brief introduction to artificial neural networks is provided. This
introduction is by no means exhaustive, and is meant to provide a context
for the remainder of this appendix only. The interested reader is referred to
Bishop (1995) andHaykin (1999) for a comprehensive foundation on neural
networks. To readers interested in the application of neural network mod-
eling in the study of psychology, I recommend the two volumes on parallel
distributed processing by Rumelhart, McClelland, and the PDP research
group (Rumelhart et al., 1986b; McClelland et al., 1987), the more recent
book byHoughton (2005), and a handbook chapter by Thomas andMcClel-
land (2008). Readers with a more specific interest in neural network mod-
eling in psycholinguistics are referred to Christiansen and Chater (2001)
and the second chapter of Rohde (2002).

Next, the backpropagation and backpropagation through time training al-
gorithms will be introduced. The remaining sections then describe var-
ious activation and error functions that can be used in backpropagation
networks, as well as different weight updating algorithms and weight ran-
domization schemes.
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Figure A.1|Schematic overview of a biological neuron (or nerve cell).

A.2 Artificial Neural Networks

A.2.1 A brief introduction

An Artificial Neural Network (ANN)—also known as a connectionist
model or parallel distributed processing architecture—is a mathematical
model thatmimics the processing properties of a biological neural network
in the brain. Biological neural networks consist of vast amounts of inter-
connected information processors called neurons (or nerve cells) that give
rise to cognitive function by interacting. Each neuron consists of three core
components: a soma or cell body (containing the cell’s core or nucleus), den-
drites at which it receives signals from other neurons, and an axon branch-
ing into axonal terminalswithwhich the neuron itself can send out signals to
the dendrites of other neurons. Figure A.1 provides a schematic overview
of a neuron. The axonal terminals of a neuron are “connected” to the den-
drites of another neuron by means of a synapse, which can modulate a sig-
nal sent between two neurons to be excitatory or inhibitory. Excitatory sig-
nals increase the likelihood that a receiving—post-synaptic—neuron will
send out a signal to other neurons itself. That is, if the excitatory net in-
put to a neuron is large enough for a brief interval of time, the neuron
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will fire spikes of electrical activity—action potentials—down its axon, and
signal other neurons. Inhibitory signals, on the other hand, decrease the
likelihood that a post-synaptic neuron will generate action potentials. The
collective presence or absence of neuronal firing is what gives rise to cog-
nitive function, and the adjustment of synaptic modulations, which leads
to a change in the impact of neurons upon one another, is what underlies
learning.

ANNs model the structure of biological neural networks by means of
interconnected “model neurons” called units. A unit is represented by a
single number, an activation value, which denotes that unit’s firing rate (or
activity). The activation value yj of a unit j is typically a non-linear com-
bination of the net input xj to that unit:

yj = f(xj) (A.1)

where f(x) is a non-linear activation (or transfer) function, such as the com-
monly used sigmoid function (see section A.3.1 for more activation func-
tions):

f(x) =
1

1 + e−x
(A.2)

The net input to a unit, in turn, is determined by the activation values of
connected, signaling units, and by the synaptic modulations that these ac-
tivation values undergo. In ANNs, synaptic modulations are modeled by
assigning connections between two units a weight; positive weights rep-
resent excitatory synaptic modulations, and negative weights inhibitory
synaptic modulations. The net input xj to a unit j is then defined as the
weighted sum of the activation values yi of all units i that signal to unit j:

xj =
∑
i

yiwij (A.3)

wherewij represents the weight on the connection between unit i and unit
j. Figure A.2 provides a schematic overview of a model neuron (or unit).
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Figure A.2|Schematic overview of a unit (or model neuron). The activation level
of the unit is a non-linear combination of its net input. The unit’s net input, in
turn, is the weighted sum of the activation levels of all units that signal to this
unit.

The units in an ANN are generally organized in layers that represent
specialized cortical neuronal groups. A typical ANN consists of an input
layer, the units ofwhich can be taken to correspond to sensory neurons, one
or more hidden layer(s), containing processing units such as feature detec-
tors, and an output layer that represents the “response” to a stimulus (e.g.,
a word in a word recognition task). Units in the layers of a neural network
can bewired together in different ways. In a Feed Forward neural Network
(FFN), units between successive layers are typically fully connected; each
unit in the network’s input layer is connected to each unit in the hidden
layer, and each unit in the hidden layer is connected to each unit in the
output layer. Figure A.3 provides a schematic overview of an FFN. In a
FFN, activation typically propagates from the input layer, through the hid-
den layer, to the output layer. As such, the activation levels of units in the
hidden layer depend on those of the units in the input layer, and those of
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the units in the output layer on the activity of the units in the hidden layer.
Propagation of activation from the input to the output layer constitutes
a single processing time-step. As such, the activity pattern at the output
layer of a FFN is fully determined by the network’s input pattern at a given
time-step. In a Recurrent Neural Network (RNN), by contrast, units within
layers can also be connected. In a typical RNN, for instance, each hidden
unit is connected to itself and all other hidden units in the same layer. Fig-
ure A.4 provides an illustration of an RNN inwhich each hidden unit has a
recurrent connection to itself only (to avoid clutter). Recurrent connections
provide the network with a form of memory or feedback; in an RNN with
recurrent connections on its hidden units, the activation values of these
units depend not only on the current activation values of the units in the
input layer (as in a FFN), but also on their own previous activation values.
In other words, the activation values of the units in the hidden layer at the
current time-step can influence the activation values of the hidden units
at a later time-step, allowing the network to process temporally extended
input sequences (such as the words of a sentence).

A third type of network, the Simple Recurrent Network (SRN) (Elman,
1990), is essentially an FFN that approximates the recurrent properties of
an RNN through the addition of so-called “context” layers that maintain
copies of the previous activation values of recurrent units (see also Jordan,
1986). To approximate fully recurrent hidden units, for instance, an SRN
employs a context layer that has as many units as the hidden layer, and
of which the units are fully connected to the hidden units. Figure A.5 pro-
vides a schematic overview of an SRNwith such a configuration. Critically,
before the activation values of the hidden units are updated, the previous
activation values of these units are copied to their corresponding units in
this context group1. As a result, the updated activation values depend, as
in an RNN, on both the activation values of the units in the input layer, and
their own previous activation values as stored in the context group.

1This process is generally bootstrapped by setting the activation values of the units
in the context group to 0.5.
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Figure A.3|A Feed Forward neural Network (FFN). Units in successive layers
are fully connected, whereas units within layers are not.

Despite architectural differences between FFNs, RNNs, and SRNs, the
general idea behind the workings of each of these networks is the same.
An input pattern is presented—“clamped”—to a network’s input units by
setting the activation values of these units to specific values. Activation is
then propagated forward through the hidden layer(s) to the output layer
(using equations A.3 and A.1), the activation pattern of which determines
the network’s response to the input pattern. Hence, an ANN essentially
maps an input pattern to an output pattern. For a given task, for instance
a digit recognition task, the performance of a network is therefore deter-
mined by howwell it maps each input pattern—a representation of a hand-
written digit—to its relevant output pattern—a representation of the nu-
merical value of that digit. Mappings between input-output pairs depend
on the weight configuration of a network. This means that how well the
network performs on a given task is determined by how well the weight
configuration of the network supports the mappings of the relevant set
of input-output pairs. This underlines the main challenge of modeling a
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Figure A.4|A Recurrent Neural Network (RNN). Units in successive layers are
fully connected. In addition, units in the hidden layer have recurrent connections,
meaning that each unit in the hidden layer is also connected to itself and all other
units in the hidden layer (to avoid clutter, the figure only depicts recurrent con-
nections between each unit and itself). Recurrent connections provide the network
with a form of memory.

task with an ANN: finding a weight configuration that maximizes the net-
work’s performance on a relevant set of input-output pairs. An optimal
weight configuration for a set of input-output pairs is typically determined
by applying an algorithm that iteratively presents the network with items
from this set, determines its response error, and adjusts the weights of the
network such that its error will be reduced upon the next presentation of
these items. FFNs are typically trained with the widely used backpropaga-
tion algorithm (Rumelhart et al., 1986a) (see section A.2.3 below). RNNs,
by contrast, require more complex training algorithms, such as backprop-
agation through time (Rumelhart et al., 1986b; Werbos, 1990; Williams and
Peng, 1990) (see section A.2.4). This underlines the important difference
between RNNs and SRNs: an SRN is effectively an FFN, and can therefore
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Figure A.5|A Simple Recurrent Network (SRN). Before being updated, the ac-
tivation values of the units in the hidden layer are copied to their corresponding
unit in the context layer (the fine dotted lines represent copy connections).

be trained using the simpler backpropagation algorithm.
In a network with one or more hidden layer(s), applying an itera-

tive training procedure leads the network to develop higher-level internal
representations of abstract properties of the training items in its hidden
layer(s). Elman (1990), for example, trained an SRN on a simple word pre-
diction task. Each unit in the input layer, as well as each unit in the out-
put layer corresponded to a single word in a localist manner. Hence, in the
training data there was no notion about the category ormeaning of aword.
After training the SRN on a vast amount of sentences, however, analysis of
the network’s hidden layer revealed that the network developed internal
representations reflecting word categories, but also finer-grained distinc-
tions, such as animate versus inanimate nouns, humans versus animals,
and distinctions like transitive versus intransitive verbs. Importantly, the
development of such higher-level internal representations provides net-
works with the capability to generalize. Elman found, for instance, that if
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hidden layer

input layer

output layer

i1 i2 in

h1 h2 h3 hn

o1 o2 on

1.0

1.0

Figure A.6|A Feed Forward neural Network (FFN) with bias units connected
to each non-input unit. Bias units always have a constant activation value of 1.
The connection between a non-input unit and a bias unit, the weight of which is
trainable like any other weight in the network, therefore effectively poses a threshold
that should be overcome by the rest of the net input to a unit, in order for this input
to become positive, and the unit to become active.

the SRNwas presented with a novel word that was not seen in the training
set, but that is used like the noun “man”, this is reflected in the activation
pattern of the network’s hidden layer. The SRNwas thus found capable of
generalizing the word prediction task to novel, unseen words.

A.2.2 Regulating unit excitability—the role of biases

In the networks discussed thus far, a unit’s activation value—its firing
rate—is simply a non-linear function of its net input. Biological neurons,
however, only fire action potentials if their excitatory net input is large
enough for a brief time interval, presupposing some kind of excitation
threshold that needs to be reached before a neuron becomes active. A simi-
lar principle is in fact also employed in ANNs bymeans of bias units. Every
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non-input unit in an ANN typically receives input from a bias unit, which
always has a constant activation value of 1 (although other values could in
theory also be used). The connection between a non-input unit and a bias
unit, the weight of which is trainable like any other weight in the network,
therefore effectively poses a threshold that should be overcome by the rest
of the net input to a unit, in order for this input to become positive, and
the unit to become active. Figure A.6 illustrates a FFN with bias units con-
nected to the units in the hidden and output layer.

Formeans of simplicity, bias units are often omitted in schematic depic-
tions of neural networks. However, in the remainder of this appendix, we
assume all non-input units of anANN to always have a bias unit connected
to them.

A.2.3 The Backpropagation algorithm

The most widely used algorithm for finding a weight configuration that
minimizes a network’s error is the Backpropagation (BP) algorithm (Rumel-
hart et al., 1986a)2. BPminimizes an error function over a finite set of input-
output pairs by means of steepest or gradient descent. Typically, the error
function that is minimized is the sum squared error:

E =
∑
c

Ec (A.4)

where

Ec =
1

2

∑
j

(yj − dj)2 (A.5)

and, in turn, yj is the observed activity of output unit j for input-output
pair c, and dj the desired activity for this unit.

The BP algorithm requires the weights of the network to be non-zero,
and initial weights are therefore randomized, typically with values from

2For an elaborate derivation of BP, the reader is referred to (Rumelhart et al., 1986b,
chapter 8).
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within a small range such as [−.1,+.1] (see section A.3.4 for different ran-
domization schemes). The algorithm then operates in two passes for each
input-output pair c. In the forward pass, the network’s response to the input
pattern is computed bymeans of equations A.3 and A.1. In the subsequent
backward pass, BP employs the generalized delta rule to reduce the network’s
error E by adjusting each weight proportional to its gradient:

∆wij = −ε ∂E
∂wij

(A.6)

where ε is the network’s learning rate. The gradient of a weight wij , which
quantifies how the error changes as a function of the weight, is estimated
as:

∂E

∂wij
= δjyi (A.7)

where δj is the error signal of unit j, and yi is the activation value of unit
i that signals to unit j. The error signal of a unit tells how fast the error
changes as a function of its total net input. This error signal is defined as
the product of a unit’s error derivative, which tells how the error changes
as a function of a unit’s activation value, and its activation derivative, which
tells how the unit’s activation value changes as a function of its net input:

δj =
∂E

∂yj

∂yj
∂xj

(A.8)

The error derivative ∂E
∂yj

depends on whether unit j is an output unit or a
hidden unit. If unit j is an output unit, its error derivative is defined as:

∂E

∂yj
= yj − dj (A.9)

which is the derivative of the sum squared error function, as defined in
A.5, for a given input-output pair c. If unit j is a hidden unit, by contrast,
its error derivative is recursively defined as:
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∂E

∂yj
=

∑
k

δkwjk (A.10)

where all units k are units that receive signals from unit j. The activation
derivative ∂yj

∂xj
, in turn, is simply the derivative f ′(x) of the activation func-

tion f(x) for the net input xj to a specific unit j; for the sigmoid function
defined in equation A.2, this derivative is defined as:

∂yj
∂xj

= f ′(xj) = yj(1− yj) (A.11)

Hence, the error signal δj for an output unit j is defined as:

δj = (yj − dj)f ′(xj) (A.12)

and the error signal δj for a hidden unit j as:

δj = f ′(xj)
∑
k

δkwjk (A.13)

Once the gradient for each weight is gathered, there are two options.
The first is to adjust the network’s weights after each input-output pair.
This method is called online learning. Alternatively, one can accumulate
gradients over a batch of input-output pairs, and adjust the network’s
weight based on these accumulated gradients. This is referred to as batch
learning. During training, the ANN usually processes all input-output
pairs in a training set multiple times. One run through all of these input-
output pairs is called an epoch. Training can be stopped after a fixed num-
ber of epochs, or when the errorE drops below some predefined threshold
value.

A.2.4 Backpropagation Through Time

In an ANN with recurrent hidden units, the processing at time-step t de-
pends on the activation pattern of these hidden units at time-step t − 1,
which in turn depends on the activation pattern at time-step t− 2, and so
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on. This means that in order to train such a network to map sequences of
input patterns to an output pattern (e.g., the individualwords of a sentence
to a grammatical representation of that sentence), the optimal weights on
these recurrent connections need to be determined. The BP algorithm,
however, cannot handle cyclic connections. In an SRN, this is overcome
by copying the activation pattern of hidden units at a previous time-step
to a context layer, and then treating these context units as additional in-
puts to the hidden units at the next time-step (see Figure A.5). To train the
weights on the connections between these context units and hidden units,
the forward pass at each time-step is directly followed by a backward pass,
meaning that the gradients of these weights are determined only by the
error signals of the network’s output at that specific time-step. As a conse-
quence, SRNs are effectively trained to use the information in the hidden
layer to produce the correct output pattern at the next time-step, without
taking into account whether any of this information might be useful later
on3.

The Backpropagation Through Time algorithm (BPTT; Rumelhart et al.,
1986b; Werbos, 1990; Williams and Peng, 1990), by contrast, does take the
delayed use of information in recurrent units into account. BPTT essen-
tially “unfolds” a RNN in time, such that each time-step is represented by
a duplicate of the original network, and that each duplicate is connected to
the one representing the previous time-step through the network’s recur-
rent units4. For a RNNwith fully recurrent hidden units, for instance, this
means that the hidden units of the network representing time-step t are
connected to hidden units of the one representing time-step t − 1, which
are in turn connected to the ones at time-step t − 2, and so on5. Figure
A.7 shows a RNN with fully recurrent hidden units unfolded over three

3Despite not explicitly taking this into account, SRNs have nonetheless proven ca-
pable of learning mappings that require information to be retained in memory for sev-
eral time-steps before it is used (e.g. Christiansen and Chater, 1999; Rohde and Plaut,
1999).

4Each duplicate has the same weights as the original network.
5At time-step t = 0, this process is bootstrapped by connecting a layer of hidden

units of which the activation values are set to 0.5.
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i1 i2 in
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Figure A.7|Unfolding of a Recurrent Neural Network (RNN). The depicted net-
work shows a RNN with fully recurrent hidden units unfolded over three time
steps. The resulting unfolded network is effectively a FFN, meaning that it can be
trained with BP.

time-steps. Unfolding thus effectively turns the RNN into a FFN, meaning
that it can be trained with standard BP. The unfolding, however, makes it
possible to do the forward pass for all the individual time-steps first, and
to then do a single backward pass on the basis of the network’s final out-
put pattern. During this backward pass, error is essentially propagated
back “through time”, such that the gradients of the weights of duplicate
networks at earlier time-steps in the unfolded network take into account
any future error for the current training item. These weight gradients are
then summed, such that a single gradient is obtained for eachweight in the
original network, on the basis of which the weight adjustments are made.

Mapping the individual words of a sentence to a grammatical struc-
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ture is an example of a problem in which a sequence of inputs is mapped
to a single output pattern. There are, however, also problems for which a
correct output pattern exists at each time-step, such as predicting the tra-
jectory of a moving object. In this case, a single training item exists of a
set of input-output pairs. For a RNN with fully recurrent hidden layers,
the error signals for hidden layers at a non-final time-step then depend on
both the error signals of their corresponding output units, and the error
signals of the hidden units at the next time-step. For the backward pass of
BP, this means that the error signal for hidden units should generalize over
layers, meaning that equation A.13 becomes:

δj = f ′(xj)
∑
l

∑
k

δkwjk (A.14)

where each unit k of a layer l is a unit that receives a signal from unit j.

A.3 Building custom Artificial Neural Networks

The ANNs that were introduced in the previous section can be seen as
somewhat ‘standard’ architectures, in that they employ the sigmoid acti-
vation function, minimize sum of squares error, uniformly initialize the
weights within a given range, and use ‘vanilla’ gradient descent to update
weights. Each of these aspects, however, can be customized to tailor an
ANN to specific requirements, and a number of such customizations have
become quite common. The following sections will respectively introduce
different activation functions, error functions, weight update algorithms, and
weight randomization schemes that can be used to build custom ANN archi-
tectures. The material will be presented with focus on how to do it. The
reader is referred to the original papers introducing the customizations, or
the books by Bishop (1995) and Haykin (1999) for discussions onwhy to do
it.
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Name Function Derivative
Binary sigmoid

f(x) =
1

1 + e−x
f ′(x) = y(1− y)

Bipolar sigmoid

f(x) = −1 +
2

1 + e−x
f ′(x) =

1

2
(1 + y)(1− y)

Softmax
f(xj) =

exj∑
i e

xi

f ′(x) = 1

Hyperbolic tangent
f(x) =

e2x − 1

e2x + 1
f ′(x) = 1− y ∗ y

Linear
f(x) = x f ′(x) = 1

Step

f(x) =

{
1 if x > 0

0 otherwise

f ′(x) = 1

Table A.1|Overview of different activation functions and their derivatives. For
the derivatives it is assumed that y = f(x). If an activation function has no
derivative, f ′(x) = 1.

A.3.1 Activation functions

Table A.1 presents an overview of different activation functions f(x) and
their derivative f ′(x). All definitions assume that y = f(x). In case an
activation function has no derivative, its “derivative” is defined as 1. A
different activation function can be used in an ANN by replacing function
f(xj) in equationA.1, and its derivative term f ′(xj) in equationA.11. Each
non-input layer can in principle have a different activation function.
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Name Function Derivative
Sum of squares

E =
1

2

∑
j

(yj − dj)
∂E

∂yj
= yj − dj

Cross-entropy
E =

∑
j

log
dj
yj

× dj log
1− dj
1− yj

× (1− dj)

∂E

∂yj
=

(yj − dj)

yj(1− yj)

Divergence
E =

∑
j

log
dj/yj
dj

∂E

∂yj
= −dj/yj

Table A.2|Overview of different error functions and their derivatives. Error
functions and derivatives are defined for a specific input-output pair c. The in-
dex c is suppressed in the formulas.

A.3.2 Error functions

Table A.2 provides an overview of different error functions and their
derivative. Error functions and derivatives are defined for a specific input-
output pair. To use a different error function to train an ANN, the error
function that is minimized has to be replaced in equation A.5. Further-
more, the error derivative in equation A.9 has to be replaced with the error
function’s corresponding derivative.

A.3.3 Weight update algorithms

Steepest or gradient descent

One of the most commonly used weight updating rules is steepest or gra-
dient descent. This update rule is defined in equation A.6. Upon each
update, a weight is adjusted by an amount proportional to its correspond-
ing gradient. This update rule can be extendedwith amomentum term that
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adds part of the previous weight delta to the current one, andwhich serves
to stabilize the updating and to accelerate convergence:

∆wij(t) = ∆wij(t) + α∆wij(t− 1) (A.15)

where the momentum coefficient α controls the fraction of the previous
weight delta to be added.

Another addition is weight decay, which keeps weights from becoming
very large by subtracting a fraction of the current weight from the current
weight delta:

∆wij(t) = ∆wij(t)− d · wij(t) (A.16)

where d is the weight decay coefficient.

Bounded steepest descent

Bounded steepest descent is a modification of ‘standard’ steepest descent
proposed by Rohde (2002). In bounded steepest descent, the gradient term
of the weight delta is multiplied by a scaling factor ρ:

∆wij = −ερ ∂E
∂wij

(A.17)

where ρ depends on the length of the entire gradient:

ρ =

{
1

||∂E/∂w|| if ||∂E/∂w|| > 1

1 otherwise
(A.18)

Resilient propagation

In Resilient backpropagation (Rprop; Riedmiller and Braun, 1993; Ried-
miller, 1994), each weight adjustment is made on the basis of the sign of
the gradient of that weight. An Rprop update iteration is a two-stage pro-
cedure. In the first stage, a so-called weight specific “update value” Γij is
computed:
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Γij =


η+Γij(t− 1) if ∂E

∂wij
(t− 1) ∂E

∂wij
(t) > 0

η−Γij(t− 1) if ∂E
∂wij

(t− 1) ∂E
∂wij

(t) < 0

Γij(t− 1) otherwise

(A.19)

where η+ and η− are defined as:

0 < η− < 1 < η+ (A.20)

and Γij is bounded by Γmax and Γmin. Reasonable values for these param-
eters are Γmax = 50, Γmin = 0, η+ = 1.2 and η− = 0.5, and a reasonable
initial value for Γij(0) = 0.0125.

In the second stage, the actual weight is updated. The details of this
update step depend on the specific flavour of Rprop that is being used.
Igel and Hüsken (2000) distinguish between four Rprop flavours:

Rprop with weight-backtracking (Rprop+). After computing the “update
values” Γij for each weight, the second stage depends on whether the sign
of that weight’s gradient has changed from time-step t−1 to t. If it has not
changed, the weight delta ∆wij is defined as:

∆wij(t) = −sign(
∂E

∂wij
(t))Γij (A.21)

where

sign(x) =


1 if x is positive
-1 if x is negative
0 otherwise

(A.22)

If, on the other hand, the sign has changed, the previous weight update is
reverted (weight backtracking):

∆wij(t) = −∆wij(t− 1) (A.23)
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Algorithm 1: The Rprop+ algorithm.
1 foreach wij do
2 if ∂E

∂wij
(t− 1) ∂E

∂wij
(t) > 0 then

3 Γij(t)←− min(η+Γij(t− 1),Γmax)

4 ∆wij(t)←− −sign( ∂E
∂wij

(t))Γij(t)

5 wij(t+ 1)←− wij(t) + ∆wij(t)

6 else if ∂E
∂wij

(t− 1) ∂E
∂wij

(t) < 0 then
7 Γij(t)←− max(η−Γij(t− 1),Γmin)
8 wij(t+ 1)←− wij(t)−∆wij(t− 1)

9 ∂E
∂wij
←− 0

10 end
11 else if ∂E

∂wij
(t− 1) ∂E

∂wij
(t) = 0 then

12 ∆wij(t)←− −sign( ∂E
∂wij

(t))Γij(t)

13 wij(t+ 1)←− wij(t) + ∆wij(t)
14 end
15 end

and its gradient is reset to 0, such that Γij will not be updated on the next
time-step:

∂E

∂wij
(t) = 0 (A.24)

Now, if we definemin(x, y) as:

min(x, y) =

{
x if (x < y)

y otherwise
(A.25)

andmax(x, y) as:

max(x, y) =

{
x if (x > y)

y otherwise
(A.26)

the above can be algorithmically defined as in Algorithm 1.
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Algorithm 2: The Rprop− algorithm.
1 foreach wij do
2 if ∂E

∂wij
(t− 1) ∂E

∂wij
(t) > 0 then

3 Γij(t)←− min(η+Γij(t− 1),Γmax)

4 else if ∂E
∂wij

(t− 1) ∂E
∂wij

(t) < 0 then
5 Γij(t)←− max(η−Γij(t− 1),Γmin)
6 end
7 ∆wij(t)←− −sign( ∂E

∂wij
(t))Γij(t)

8 wij(t+ 1)←− wij(t) + ∆wij(t)
9 end

Rprop without weight-backtracking (Rprop−). This is similar to Rprop+
except that weight backtracking is omitted, and ∂E

∂wij
is not reset to 0 if its

sign has changed from time-step t − 1 to t. Hence, Rprop− is algorithmi-
cally defined as in Algorithm 2.

Modified Rprop with weight-backtracking (iRprop+). This is a modifica-
tion of Rprop+ in which weight backtracking is only performed if the over-
all error goes up from time-step t−1 to t. Hence, it is the algorithmdefined
inAlgorithm 1, butwith the statement in line 8 conditioned onwhether the
error at the current time-step is larger than the error at the previous time-
step, which amounts to replacing it with the following statement:

if E(t) > E(t− 1) then wij(t+ 1)←− wij(t)−∆wij(t− 1) end

Modified Rprop without weight-backtracking (iRprop−). This is a modi-
fication of Rprop- in which ∂E

∂wij
(t) is reset to 0 when its sign has changed

from time-step t − 1 to time-step t. Hence, it is the algorithm defined in
Algorithm 2, with the following statement inserted between lines 5 and 6:

∂E

∂wij
(t)←− 0
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Algorithm 3: The Quickprop algorithm.
1 Φ←− µ

1−µ
2 foreach wij do
3 if ∆wij(t− 1) > 0 then
4 if ∂E

∂wij
(t) < 0 then

5 ∆wij(t)←− ∆wij(t) +−ε ∂E
∂wij

(t)

6 end
7 if ∂E

∂wij
(t) < Φ ∂E

∂wij
(t− 1) then

8 ∆wij(t)←− ∆wij(t) + µ∆wij(t− 1)
9 else

10 ∆wij(t)←− ∆wij(t) +
∂E

∂wij
(t)

∂E
∂wij

(t−1)− ∂E
∂wij

(t)
∆wij(t− 1)

11 end
12 else if ∆wij(t− 1) < 0 then
13 if ∂E

∂wij
(t) > 0 then

14 ∆wij(t)←− ∆wij(t) +−ε ∂E
∂wij

(t)

15 end
16 if ∂E

∂wij
(t) > Φ ∂E

∂wij
(t− 1) then

17 ∆wij(t)←− ∆wij(t) + µ∆wij(t− 1)
18 else

19 ∆wij(t)←− ∆wij(t) +
∂E

∂wij
(t)

∂E
∂wij

(t−1)− ∂E
∂wij

(t)
∆wij(t− 1)

20 end
21 else if ∆wij(t− 1) = 0 then
22 ∆wij(t)←− −ε ∂E

∂wij
(t) + α∆wij(t− 1)

23 end
24 ∆wij(t)←− ∆wij(t)− d · wij(t)
25 wij(t+ 1)←− wij(t) + ∆wij(t)
26 end

Quickprop

Quickprop (Fahlman, 1988) is a heuristic, second order algorithm, based
on two assumptions:
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1. For each weight, the relation between error and weight can be ap-
proximated by a downward peaking parabola;

2. A change in the gradient of a weight is independent of changes in
other weight gradients that occur simultaneously.

Provided these assumptions, the Quickprop algorithm uses the previous
and current gradients, as well as the weight deltas at the time-steps at
which these gradients were measured, to determine a parabola. On each
update, weights are adjusted to jump to the minimum of this parabola:

∆wij(t) =

∂E
∂wij

(t)
∂E
∂wij

(t− 1)− ∂E
∂wij

(t)
∆wij(t− 1) (A.27)

At t = 0, this process is bootstrapped by using steepest descent, which
is also used in the cases where a previous weight delta equals 0. Weight
updates are bounded by a max step size µ, a reasonable value for which
is µ = 1.75. If a weight step is larger than µ times the previous step for
that weight, µ times the previous weight delta is used instead. Moreover,
a steepest descent term is included in the weight delta if the current and
previous gradients have the same sign, andweight decay is applied to limit
the weights sizes. Taken together, this results in Algorithm 3.

Delta-Bar-Delta

In Delta-Bar-Delta backpropagation (Jacobs, 1988), eachweight is assigned
its own learning rate. On each update, these learning rates are updated
together with their weight. Hence, Delta-Bar-Delta is essentially steepest
descent, extended with a learning rate update rule, which is defined as:

∆εij(t) =


κ if ∂E

∂wij
(t− 1) ∂E

∂wij
(t) > 0

−φε(t) if ∂E
∂wij

(t− 1) ∂E
∂wij

(t) < 0

0 otherwise

(A.28)

where ∂E
∂wij

(t) is an exponential average of the current and past gradients:
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∂E

∂wij
(t) = (1− θ) ∂E

∂wij
(t) + θ

∂E

∂wij
(t− 1) (A.29)

with θ as its base, a reasonable value for which is θ = 0.7, and time as its
exponent. Hence, if the current gradient and the average of the past gradi-
ents have the same sign, the learning rate is incremented by κ, a reasonable
value for which is κ = 0.1. If they have opposite signs, by contrast, the
learning rate is decremented by φ, a reasonable value for which is φ = 0.9,
times its current value.

A.3.4 Weight randomization

Range randomization

With range randomization, weights are sampled from a uniform distribu-
tion within a specific range [min,max].

Gaussian randomization

With Gaussian randomization, the initial weights are sampled from a nor-
mal distribution N(µ, σ). The Box-Muller transform (Box and Muller,
1958) can be used to generate these normally distributed weights.

Nguyen-Widrow randomization

WithNguyen-Widrow randomization (Nguyen andWidrow, 1990), weights
are first randomized within the range [min,max] using range randomiza-
tion. Next, the Euclidean norm is computed for each weight matrix:

||w|| =
√∑

i

w2
ij (A.30)

as well as a β value:
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β = 0.7h(1/i) (A.31)

where i represents the number of units in the signaling layer, and h the
number of units in the receiving layer. Provided ||w|| and β, each weight
is then adjusted to:

wij =
βwij
||w||

(A.32)

Fan-In randomization

With Fan-In randomization, each weight is first randomized within the
range [−1,+1] using range randomization. Next, the weights in each
weight matrix are adjusted as:

wij =
min

h
+ wij

max−min
h

(A.33)

where h is the number of units in a receiving layer, and the range
[min,max] defines the minimum and maximum weight values.

A.4 MESH—A Neural Network Simulator

mesh6 is an open-source7, multi-threaded8, artificial neural network sim-
ulator written in C99. It is primarily designed as a fast, general-purpose
backpropagation simulator, implementing both regular backpropagation
(Rumelhart et al., 1986a) and backpropagation through time (Rumelhart et al.,
1986b), with flexibility and extensibility in mind. mesh supports feed for-
ward networks, simple recurrent networks, as well as fully recurrent net-
works, and implements various error functions (sum of squares, cross-
entropy, and divergence) and weight update algorithms (steepest descent,

6Available at http://github.com/hbrouwer/mesh.
7Under the Apache License, Version 2.0; http://www.apache.org/licenses/

LICENSE-2.0.html.
8Powered by the openmp API; http://www.openmp.org/.
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bounded steepest descent, four flavours of Rprop, Qprop, and Delta-Bar-
Delta).

A.5 Conclusion

Ahandful of nuts and bolts of the theory andmathematics behind artificial
neural networks was presented. The material was laid out in a way that
should allow for direct implementation, using this appendix as a technical
reference. This appendix is, however, by no means exhaustive. The reader
is referred to Bishop (1995) and Haykin (1999) for more comprehensive
treatments of neural networks.





APPENDIX B

COALS—Correlated
Occurrence Analogue to

Lexical Semantics

B.1 Introduction

The Correlated Occurrence Analogue to Lexical Semantics (COALS; Ro-
hde et al., 2009) is a vector-space model of semantic similarity. COALS is
similar to other vector-space approaches to semantics, such as Latent Se-
mantic Analysis (LSA; Deerwester et al., 1990) and the Hyperspace Ana-
logue to Language (HAL; Lund and Burgess, 1996), but has been shown to
more accurately model human similarity judgments. This makes COALS
the preferredmodel for generating semantic representations for usewithin
computational models of cognition.

The aim of this appendix is to provide a brief introduction to the
COALS model, as well as to a recent extension to it. Furthermore, it in-
troduces an open-source implementation of the COALS system that was
used for the modeling work presented in this thesis.
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B.2 The COALS Model

The COALS method starts with the construction of a word co-occurrence
table. Provided a text corpus, we count for each word how often it co-
occurs with each other word in that corpus. A word y is assumed to co-
occur with a word x, if it occurs within an n word window to the left or
right of x. Typically, a 4-word (n = 4), ramped window is used1:

1 2 3 4 [x] 4 3 2 1

This means that a co-occurrence of xwith a direct neighbour y is assigned
a weight of 4 (i.e., their co-occurrence count is increased with 4 × 1), and
that of x and a word z that occurs next to y a weight of 3, and so on.

The rows of the resulting co-occurrence table represent feature vectors
for each word. Depending on the size of the corpus, these feature vectors
may consist of quite a large number of columns. Rohde et al. (2009) show
that, when columns are ordered by word frequency in a descending order,
performance of the COALS model is equivalent when anywhere between
14.000 to 100.000 columns are used. By default, they use the minimum
number of 14.000 columns2.

Once all but the n most frequent columns have been discarded, the
feature vectors are normalized by converting each co-occurrence count of
words a and b to a word pair correlation using equation B.1:

w′a,b =
T · wa,b −

∑
j wa,j ·

∑
iwi,b

(
∑

j wa,j · (T −
∑

j wa,j) ·
∑

iwi,b · (T −
∑

iwi,b))
1
2

(B.1)

where i is a row index, j is a column index, and:

T =
∑
i

∑
j

wi,j (B.2)

1Alternatively, a flatwindow can be used. Rohde et al. (2009) report no performance
differences between a ramped and a flat window.

2Rohde et al. (2009) limit these n most frequent words to open-class words.
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However, these correlations are not used directly. If w′a,b is negative, it is
set to 0. If it is positive, on the other hand, its square root is taken:

norm(w′a,b) =

{
0 if w′a,b < 0√
w′a,b otherwise

(B.3)

The resulting normalized vectors can then be used to determine the
semantic similarity between twowords, which is defined as the correlation
between their respective vectors:

S(a, b) =

∑
(ai − a)(bi − b)

(
∑

(ai − a)2
∑

(bi − b)2)
1
2

(B.4)

B.2.1 Reduced dimensionality

The procedure outlined above provides vectors that are rather large for
modeling experiments using neural networks. The dimensionality of
COALS vectors can, however, be reduced using Singular Value Decompo-
sition (SVD). The SVD of a m × n matrix X is defined as the product of
three matrices:

Xm×n = Um×rSr×rV
T
r×n (B.5)

where r = min(m,n), matrix U contains left singular vectors along its
columns, the diagonal matrix S contains constants called singular values,
and matrix V T contains right singular vectors along its rows. For both the
left and right singular vectors, it holds that each of their dimensions is lin-
early independent of others (i.e., is orthogonal to others). The singular
values in S are constants that define how much of the variance in the data
can be explained by a specific dimension. These constants are sorted in
descending order, such that left and right singular vectors that are con-
nected to higher singular values, represent more important dimensions in
the data.

Provided the SVD of a co-occurrence matrix X , we can reduce the di-
mensionality of COALS vectors by considering only the first k < r dimen-
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sions. That is, if we discard all but the first k singular values and vectors,
we obtain amatrix X̂ , which is the best rank k approximation toX in terms
of sum squared error:

X̂m×n = Ûm×kŜk×kV̂
T
k×n (B.6)

Given the resulting matrices V̂ T and Ŝ, a reduced COALS-SVD vector Vc
for a word c is then defined as:

Vc = XcV̂ Ŝ
−1 (B.7)

Computing the SVD of a matrix is a computionally intensive proce-
dure, which renders it impractical to compute SVDs for a large matrices.
To overcome this impracticality, Rohde et al. (2009) suggest to only com-
pute the SVD for them most frequent words in the co-occurrence matrix.
In their simulations, they therefore only use 15.000words, eachwith 14.000
features.

B.2.2 Binary vectors

BinaryCOALS-SVDBvectors can be obtained by converting negative vector
components to 0, and positive components to 1.

B.2.3 An extension to the COALS model

Chang et al. (2012) have recently proposed an extension to the COALS
model, in which they introduce three new properties to binary COALS-
SVDvectors: sparse coding, a fixed number of active units, and negative features.

This modified COALS method starts with the construction of real-
valued, k-dimensional COALS-SVD vectors, using the procedure de-
scribed above. Next, each k-dimensional vector is extended into a 2k-
dimensional vector by appending a duplicate. In the first k dimensions
of this extended vector, only the n most positive components are set to 1,
whereas all others are set to 0. In the second k dimensions, the same is
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done for the m most negative components (negative features). The num-
ber of active positive features n and active negative featuresm are typically
small (sparse coding), and are the same for all vectors (fixed number of ac-
tive units). The result is thus a 2k-dimensional COALS-SVDB vector with
n active positive features in the first k dimensions, and m active negative
features in the second k dimensions.

B.3 An implementation of the COALS model

coals3 is an open-source4, implementation of the COALSmodel, written in
C995. It can be used to generate COALS vectors, COALS-SVD, and COALS-
SVDB vectors, as well as extended COALS-SVDB vectors (cf. Chang et al.,
2012). Moreover, it can use these vectors to generate top-k similar word
lists.

3Available at http://github.com/hbrouwer/coals.
4Under the Apache License, Version 2.0; http://www.apache.org/licenses/

LICENSE-2.0.html.
5coals uses uthash, which is available at http://troydhanson.github.com/

uthash/, and svdlibc, available at https://github.com/lucasmaystre/svdlibc.
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Lekensamenvatting

Hoe kennen onze hersenen betekenis toe aan woorden die we horen of
lezen? En hoe worden de betekenissen van opeenvolgende woorden ge-
combineerd tot de betekenis van een zin of een verhaal? Om antwoord te
krijgen op deze vragen moeten we het brein bestuderen terwijl het aan het
werk is, en dus veilig opgeborgen ligt in de menselijke schedel. Hersen-
metingen met behulp van elektro-encefalografie (EEG) bieden een uitzicht
op het werkende brein, vergelijkbaar met hoe de glazen bodem van een
rondvaartboot een uitzicht biedt op het leven onder water. Middels elek-
troden die op de hoofdhuid worden geplakt, kunnen de zwakke elektri-
sche signalen worden gemeten die hersencellen—de bouwstenen van ons
brein—produceren wanneer zij aan het werk zijn. Deze elektrische signa-
len kunnen ons veel vertellen over de werking van de hersenen en zo ook
over de mechanismen van taalverwerking.

Wanneer men bijvoorbeeld de zin “Jan besmeert zijn warme broodmet
sokken” leest, leidt het woord sokken steevast tot een negatieve piek in het
EEG signaal met een maximum na ongeveer 400 milliseconden. Deze piek
wordt de N400 genoemd (N voor Negatief en 400 voor het tijdstip waarop
de piek het grootst is). Belangrijk is dat de grootte van deze N400 piek veel
groter is voor sokken dan voor bijvoorbeeld boter in de zin “Jan besmeert
zijn warme brood met boter.” In het licht van onze wereldkennis is het in-
derdaad gek om brood te besmerenmet sokken, deN400 laat zien dat onze
hersenen dit dus al na 400 milliseconden opmerken. De N400 is echter niet
simpelweg gevoelig voor schendingen van wereldkennis. Neem bijvoor-
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beeld de volgende zin: “De eigenaren wilden het hotel een tropisch uiter-
lijk geven, dus beplantten zij de oprijlaan met rijen [. . . ].” Wanneer deze
zin wordt afgemaakt met palmbomen, levert dit een kleinere N400 piek op
dan wanneer de zin wordt afgemaakt met dennenbomen, terwijl dennenbo-
men juist weer een kleinere N400 piek oplevert dan tulpen. De N400 lijkt
dus een maat te zijn voor hoe goed een woord qua betekenis in de eraan
voorafgaande context past. Dit heeft er toe geleid dat onderzoekers de hy-
pothese hebben bedacht dat de grootte van de N400 piek laat zien hoeveel
moeite ons brein heeft met het inpassen van de betekenis van een woord in
een zin of een verhaal: het maken van betekenis. In vakjargon wordt deze
hypothese ook wel de semantische integratie hypothese genoemd.

Deze hypothese is vandaag de dag nog springlevend, maar heeft de
afgelopen tien jaar wel de nodige barsten en deuken opgelopen. Vanaf
2003 publiceerden meer en meer onderzoeksgroepen resultaten die niet
goed stroken met de semantische integratie hypothese. Sommige zinnen
die qua betekenis duidelijk niet kloppen, leiden niet tot de verwachte toe-
name in de N400 piek. Het woord geworpen in “De speer heeft de atleten
geworpen” leidt bijvoorbeeld niet tot een grotere N400 piek dan hetzelfde
woord in de zin “De speer werd door de atleten geworpen.” Dit is raar
omdat de eerste zin onze kennis van de wereld schendt en de tweede niet.
Om deze resultaten te verklaren, hebben onderzoeksgroepen van over de
hele wereld nieuwe modellen van taalbegrip ontwikkeld, met als resultaat
dat er nu vijf complexe modellen centraal staan in het vakgebied. In het
eerste deel van dit proefschrift laat ik echter zien dat geen van deze mo-
dellen alle relevante bevindingen kan verklaren. Ik concludeer dat de re-
den hiervoor niet schuilt in hoe de verwerkingsmodellen in elkaar steken,
maar in een foutieve aanname over de processen die ten grondslag liggen
aan de N400 piek: De N400 is niet een maat die laat zien hoeveel moeite
ons brein heeft met het maken van betekenis, maar een maat die laat zien
hoeveel werk onze hersenen ondervinden aan het ophalen van betekenis
uit het langetermijngeheugen. In “De speer heeft de atleten geworpen” en
“De speer werd door de atleten geworpen” is de N400 piek voor geworpen
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even groot, omdat het ophalen van de betekenis van ditwoord in beide zin-
nen even gemakkelijk is. Dit komt omdat in deze zinnen de aanwezigheid
van de woorden speer en atleten, alsmede onze kennis van de wereld (wer-
pen is iets wat atleten doorgaans met een speer doen), ervoor zorgt dat de
betekenis van geworpen al actief is in ons geheugen voordat we het woord
lezen of horen. Deze alternatieve hypothese over de N400 piek—die ook al
voorzichtig door andere onderzoekers is voorgesteld—wordt ook wel de
lexicale pre-activatie hypothese genoemd. Het aanvaarden van deze hypo-
these roept echter wel een belangrijke vraag op: Als de N400 geen maat
is die laat zien hoeveel moeite de taalverwerker heeft met het maken van
betekenis (het inpassen van de betekenis van een woord in een zin of een
verhaal), waar in het EEG signaal zienwe dit proces dan terug? Ik stel voor
dat we dit terug zien in de P600 piek (P voor positief en 600 voor het tijdstip
waarop deze piek het grootst is).

De P600 werd oorspronkelijk ontdekt als zijnde gevoelig voor gram-
maticale schendingen, zoals bijvoorbeeld in reactie op het woord gooi in de
zin “Het verwende kind gooi zijn speelgoed op de grond.” De onjuiste ver-
voeging van het woord gooi levert een grotere P600 piek op dan de juiste
vervoeging gooit. Gegeven deze bevindingen, hebben onderzoekers de hy-
pothese opgesteld dat de P600 een maat is voor grammaticale reparatie. On-
der deze hypothese—die ook centraal staat binnen de eerdergenoemde vijf
modellen—treedt bij het woord gooi een grotere P600 piek op omdat onze
hersenen bij het verwerken vanditwoordde onjuiste vervoeging direct cor-
rigeren, om zo tot de juiste interpretatie van de zin te komen. Het woord
geworpen in de zin “De speer heeft de atleten geworpen” leidt echter ook
tot een grotere P600 piek dan hetzelfde woord in “De speer werd door de
atleten geworpen.” Dit trekt de grammaticale reparatie hypothese in twijfel,
want beide zinnen zijn grammaticaal prima in orde en er valt dus niets te
repareren. Ik stel dan ook voor dat deze hypothese niet klopt en formuleer
een nieuwe hypothese over de P600 piek: de MRC hypothese.

Onder deMRChypothese is de P600 piek eenmaat voor het opbouwen,
reorganiseren, of bijwerken van een mentale representatie van wat er wordt
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gecommuniceerd (‘Mental Representation of what is being Communicated’;
MRC). Deze hypothese verklaart de aanwezigheid van een toename in de
P600 piek voor geworpen in de zin “De speer heeft de atleten geworpen.”
De verwerker ondervindtmoeilijkhedenmet het inpassen van de betekenis
van geworpen omdat de resulterende interpretatie (de resulterende MRC)
niet strookt met onze wereldkennis.

In combinatie met de lexicale pre-activatie hypothese voor de N400 piek,
heeft deze nieuwe MRC hypothese over de P600 piek vergaande conse-
quenties voor modellen van taalverwerking. Zo kunnen we de eerder ge-
noemde vijf modellen die centraal staan in de vakliteratuur verwerpen,
en een nieuw model voorstellen waarin het taalverwerkingssysteem fei-
telijk in cycli van ‘Retrieval’—het ophalen van woordbetekenis (∼N400)—
en ‘Integration’—het inpassen van woordbetekenis in een MRC (∼P600
piek)—werkt. Ik noem dit nieuwe model dan ook het Retrieval-Integration
model.

In deel twee van dit proefschrift laat ik zien dat deze Retrieval-
Integration cycli prima passen binnen de anatomie van hetmenselijk brein,
en in deel drie beschrijf ik een computermodel van het taalvewerkings-
systeem op basis van deze anatomie, en laat ik zien dat het Retrieval-
Integrationmodel inderdaad de relevante bevindingen in de literatuur kan
verklaren. Als ik het model bijvoorbeeld de zin “De speer heeft de atleten
geworpen” laat ‘lezen’, leidt het woord geworpen net als bij mensen niet tot
een grotere N400, maar wel tot een grotere P600 piek. In het vierde en
laatste deel presenteer ik mijn conclusies en schets ik kort een aantal be-
langrijke onderzoeksvragen voor de toekomst.
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